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ABSTRACT

Far-from-equilibrium phase transition dynamics is one of the grand challenges in modern materials science. A theoretical landmark is the
Kibble–Zurek (KZ) scaling to describe the relationship between the temperature quenching rate and the resulting defect density in the
vicinity of symmetry-breaking phase transformations. Despite the confirmation of the KZ scaling in ferroic perovskite materials and macro-
scopic simulations, its atomistic mechanisms remain elusive. Here, we demonstrate the KZ scaling using all-atom molecular dynamics simula-
tions for a prototypical ferroelectric perovskite, barium titanate, with the scaling exponent corresponding to the theoretical prediction for
rapid quenching. Simulated diffuse neutron scattering data are presented to guide future experiments.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0176312

The Kibble–Zurek (KZ) mechanism proposes the creation of
topological defects due to a continuous second order phase transi-
tion driven by a rapid quench rate.1–6 Originally in astrophysics
and cosmology, the new mechanism was first proposed by Kibble1

to describe the formation of topological defects in the form of cos-
mic strings in the early universe, due to rapid temperature quench-
ing as a result of very fast expansion of the universe after the big
bang. The KZ transition and generation of topological defects is an
inherently nonequilibrium phenomenon; however, a continuous
second order phase transition provides an excellent description of
the process. The signature of the KZ mechanism is the scaling
relation,

n / sq
r; (1)

between the length scale n of topological defects (�separation between
defects) and quench time sq, where r is the scaling exponent.1,6,7

Though applicability of the KZ mechanism to the early universe was
later discarded based on cosmological observations,1 Zurek investi-
gated these ideas for their applicability to material systems and sug-
gested that the same idea can instead be tested in laboratories for
condensed-matter systems.3–5 Following Zurek’s suggestion, the KZ
mechanism has indeed been observed in various materials, with ferro-
electric and multiferroic perovskites being some of the most successful
examples.8–11

The KZ scaling has been studied theoretically using spin mod-
els5,12 and macroscopic partial differential equations.13,14 More micro-
scopic models, such as coarse-grained molecular dynamics (MD)
simulations, have also been applied.13 Recently, large-scale atomistic
MD simulations on PbTiO3 perovskite based on a neural-network
force field demonstrated KZ-like defect structures under optical
quenching instead of temperature quenching. In this work, atomistic
processes leading to defect creation and KZ scaling during temperature
quenching have not been investigated.15 We will use large scale MD
simulations to demonstrate KZ scaling upon rapid temperature
quenching in barium titanate. For our MD simulations, we will use val-
idated reactive force field (ReaxFF) for ferroelectric perovskite barium
titanate, BaTiO3 (BTO) developed by van Duin’s group.16,17

Ferroelectric materials, such as BTO, have a wide range of appli-
cations as multilayer capacitors, thermistors, and electro-optic devi-
ces.16–18 In the temperature of interest, BTO occurs in cubic and
tetragonal crystal structures (Fig. 1). Electric polarization in BTO stems
from this phase change between cubic and tetragonal structures. This
phase change occurs when the system is cooled down below 240K.19

The ReaxFF used in this study reproduces the experimentally
observed transition from the high-temperature cubic non-ferroelectric
phase to the low-temperature tetragonal ferroelectric phase at �240K
(Fig. 2).16 The unit cell of cubic BTO has a lattice constant of 4.01 Å
with the mass density of 6.02 g/cm3, and the tetragonal phase has
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lattice constants a¼ b¼ 3.99 Å and c¼ 4.10 Å. The details of the
forcefields used in the simulations and MD schedule are the following.
We perform MD simulations of BTO based on ReaxFF developed by
van Duin and collaborators, who have successfully demonstrated the
reversible ferroelectric/non-ferroelectric phase transition upon heating
and cooling.16 The force field was trained against various bulk configu-
rations including the equations of state (cubic vs tetragonal phases)
and the energetics and migration of oxygen vacancies obtained with
first-principles density functional theory (DFT) calculations. The BTO

force field employs the standard ReaxFF form based on the bond-
order concept and dynamical atomic charges, and as such, it is easily
extendable to a wide variety of other ferroelectric oxides.45,46 It pro-
vides a computationally inexpensive simulation tool for realistic ferro-
electric materials that are highly sensitive to defects, strain, and
domain boundaries. Simulations are carried out using the LAMMPS
software,47 which supports ReaxFF force fields in the LAMMPS/ReaxC
package.48 While the truncated Coulombic interaction in ReaxFF may
not quantitatively describe internal electric fields, it suffices for study
of K-Z scaling and its signature in diffuse scattering.

Having validated the structural transformation in BTO as a func-
tion of cooling, we now proceed to investigate rate of quenching from
high temperature cubic phase to study defect creation and resulting
electric polarization.

We generate a high temperature system in the cubic phase of
length 200 A

o

containing 625000 atoms. Periodic boundary conditions
(PBC) are imposed on the system. The system is gradually heated and
thermalized at temperature T¼ 400K in the canonical (NVT) ensem-
ble over 100 000 MD steps with a time step of 1 fs. The thermalized
system in the cubic phase is then cooled from 400K to a temperature
of 50K at different quench rates. The quenching process is carried out
using the NPT ensemble in which the simulation box is allowed to
change volume and symmetry. The system is quenched to 50K over
Nsteps ¼ 50 000, 80 000, 100000, 200 000, and 400000 MD steps.
Higher number of MD time steps to cool the system down implies a
lower quench rate. Simulation workflow of the system is summarized
in Fig. 3.

After the completion of the quench, the total dipole moment on
the titanium (Ti) atom is calculated for the final configuration by add-
ing the individual dipole moments of the titanium octahedra with its
six nearest oxygen (O) atoms. This vector is then normalized, and a
state number,þ1 or�1, is assigned to each Ti depending on the direc-
tion of the vector. A particular titanium atom is classified as a defect if
at least one of the six neighboring Ti atoms has a different state num-
ber from its own state number. This enables us to compute the defect
density.

Figure 4 shows the defect density as a function of the thermal
quench rate. Least-square fit of the data gives the scaling exponent of
r ¼ 0:56 0:02 in Eq. (1). The exponent in the KZ scaling relation
depends on the nature of the thermal fluctuations that are the frozen
out.10 There are two regimes,20,21 for which the critical scaling expo-
nent has been calculated, i.e., the mean-field and Ginzburg regimes. In
the mean-field regime, thermal fluctuations do not interact with each
other, which applies to rapid quench. On the other hand, interactions
between fluctuations play a central role in determining the exponent in
the Ginzburg regime, which applies to slow quench where the critical
slowing down near the phase transition temperature is probed. The
value of the KZ exponent in the mean-field regime was determined to

FIG. 1. Two crystal structures of BaTiO3. The cubic phase (shown on the left) is
non-ferroelectric and shows no net macroscopic polarization, while the tetragonal
phase exhibits finite electric polarization because of the asymmetry along c-
direction.

FIG. 2. Variation of molecular dynamics box length of BTO system under cubic to
tetragonal phase transformation. As the system is cooled from the non-ferroelectric
cubic high temperature phase, the structure transforms to the ferroelectric tetragonal
phase.

FIG. 3. Workflow for quenching schedule and identifying defects in BTO.
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be 0.5,1,10,22–24 whereas that in the Ginzburg regime was found to be
0.58.9,25–27 The experimental results9,28 for RMnO3 manganites (R
denotes a rare-earth element) have found a value of 0.59 close to the
Ginzburg value. On the other hand, our MD simulation probes rapid
phase-transition dynamics, and accordingly, we observe the mean-
field exponent of 0.5.

Neutron diffraction and inelastic scattering are very useful meth-
ods for investigating structural and dynamical correlations in

condensed matter systems.29–42 The technique in nondestructive
because interaction of neutron with atomic nuclei is inherently weak.
This allows for an investigation of bulk materials using neutrons,
unlike in x-ray scattering where thin samples are required due to
strong x-ray absorption in materials. In this paper, we will primarily
focus on structural correlations that can be directly measured by neu-
tron diffraction techniques. More specifically, our focus will be on dif-
fuse scattering resulting from defects and imperfections resulting from
rapid thermal quenches. Atomistic simulations have played a comple-
mentary role in analyzing and understanding the behavior of defects
and imperfections in crystalline materials. In addition, large scale
atomistic simulations provide a clear path to compute neutron diffuse
scattering for a direct comparison with the experimental data.

Figure 5 shows the three-dimensional structure of defects as a
function of quench rates. Fastest quench rate is shown on the leftmost
figure. In Fig. 6, slices of topological defects are shown as a function of
quench rates. Similar to Fig. 5, the fastest quench rate slice is on the
left.

We have also computed diffuse neutron scattering (DNS) pattern
from these quenched structures to examine the distribution and inten-
sities in the (001) plane (Fig. 7). Our approach relates detailed real-
space information on defects to the diffuse neutron scattering data in
momentum space. Here, the neutron structure factor SN Qð Þ is the
total neutron scattering cross section at wave numberQ,

FIG. 4. Variation of defect densities (units of Ndefects Å
�3) in BTO as a function of

thermal quench rate in N�1
steps (red circles). Dashed line is the least-square fit.

FIG. 5. Real-space defect structure in quenched BTO. The state of the Ti atom is shown from a fast 50k-step quench on the left (a) to a slow 200k-step quench in the right (d).
The þ1 and �1 states are colored in red and blue, respectively.

FIG. 6. Slices of the three-dimensional structures shown in Fig. 5 for quenched BTO. As in Fig. 5, we are showing the systems in decreasing quench rates from left to right
(a)–(d). The density of defects clearly decreases as we lower the quench rate from 50k steps to 200k steps.
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SN Qð Þ ¼
X

i

X
j
bibj exp iQ � Ri � Rjð Þð Þ exp iQ � ui � ujð Þ� �

;

(2)

where bi, Ri, and ui are the scattering length, position in a perfect crys-
tal, and displacement from the perfect-crystalline position, respectively,
for the ith atom.

The key factor in the KZ mechanism is a parameter called the
“frozen-out” correlation length n. The system goes out of equilibrium
at a freeze out time ~t . At longer time scales, the system adiabatically
follows close to the transition temperature. Depending on the quench
rate, the probed nonequilibrium phase-transition dynamics is reflected
by the KZ scaling exponent in Eq. (1), specifically either the mean-field
or Ginzburg values. While the rapid quench in our MD simulations
for BTO exhibits the former, the frozen defects during the second-
order phase transition could eventually be annealed through thermal
activation in much longer time, which may be difficult to observe by
conventional thermal-quench experiments. Instead, ultrafast pump-
probe experiments43,44 may be able to detect a similar KZ scaling in an
optical-quench setting.15

We are aware that quenched defect structure in BTO is not stable
at room temperature for a long period of time for a diffuse neutron
scattering experiment. The goal of our study was to ensure that the
defect structure generated in BTO by rapid thermal quench in MD
simulations produced KZ scaling consistent with the mean field regime
and to establish an experimental connection through diffuse scattering.
We are currently investigating YMnO3 where the defect structure
upon rapid thermal quenching is stable at room temperature for the
duration months. A joint simulation and diffuse neutron scattering
study is being carried out using (1) the CORELLI instrument at
Spallation Neutron Source of Oak Ridge National Laboratory and (2)
neural-network quantum molecular dynamics simulations to achieve
quantum-mechanical accuracy orders-of-magnitude faster, thereby
encompassing large experimental length and time scales.
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