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Introduction
In its recent report, the U.S. President’s

Information Technology Advisory Com-
mittee declared, “Computational sci-
ence—the use of advanced computing
capabilities to understand and solve com-
plex problems—has become critical to

scientific leadership, economic competi-
tiveness, and national security.”1 This
recognition of the emerging power of com-
putation is but one of several current chal-
lenges to the scientific community2 to
identify specific applications where high-

performance computing can be exploited
through science-based modeling and
simulation for societal benefits. In this ar-
ticle, we examine one such problem, the
study of ultrahigh-temperature oxidation-
resistant ceramics, through the combina-
tion of atomistic simulation and selected
experiments.

Oxidation is a well-known bottleneck in
the development of high-temperature ma-
terials for aero-propulsion and hypersonic
flight applications. While various materials
selection and processing routes have been
investigated experimentally, basic under-
standing of oxygen transport through the
complex oxide scale microstructure of an
ultrahigh-temperature ceramic (UHTC)
remains elusive. Given the advances in
large-scale computing, along with methods
of multiscale materials modeling,3 an ex-
ploration of an integrated computational–
experimental approach to assist the further
development of UHTCs seems timely.

High-temperature oxidation of ceramics
involves sufficient complexity in transport
kinetics and microstructural evolution to
qualify as a prototypical challenge to the
prediction of material response in an ex-
treme environment. This is a problem of
considerable practical importance which
largely has not been addressed by the com-
putational materials community. Discus-
sions at a recent workshop4 indicated that
state-of-the-art UHTC development could
benefit from a synergistic collaboration,
one that brings together the critical-issue
awareness of materials engineers with the
expertise of specialists in advanced meth-
ods of modeling and simulation. The aim
of this article is therefore to describe a
first-pass strategy that combines emerging
computational capabilities with further
baseline experiments to elucidate the
mechanisms of oxygen transport through
the complex oxide scale of a UHTC. It will
be seen that while the multiscale model-
ing of oxidation has not yet been applied
to compounds such as refractory diborides,
there is now experience with atomistic
simulations of oxidation of simpler mate-
rials, such as silicon and aluminum. This
development is noteworthy for illustrating
the kind of molecular-level understanding
that may be extended to UHTCs.

Microstructure of an Ultrahigh-
Temperature Ceramic: ZrB2-SiC

A comprehensive oxidation model for
ZrB2-SiC (and a closely related UHTC,
HfB2-SiC) is the ultimate goal of the present
discussion. The oxide scale development
for these materials in oxidizing environ-
ments involves the complex interaction of
a number of factors primarily associated
with mass transport. The multiphase scale
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containing multiple crystalline and glassy
phases has a complex microstructure that
makes the determination of rate-limiting
transport exceedingly difficult. Because
these materials were investigated for hyper-
sonic aero-surface and missile propulsion
applications, the relevant scale growth rates
covered an extended range of oxidant ac-
tivities, total pressures (up to 1 GPa), tem-
peratures (up to 2700°C), and temperature
gradients. In fact, a principal motivation
to continue research on these materials is
their relatively good oxidation resistance
over a very wide range of environmental
conditions.

A description of the oxide scale mor-
phologies on pure ZrB2 (and HfB2) pro-
vides an insightful starting point. For ZrB2
furnace-oxidized in air at 1300°C, a dense
adherent oxide scale composed of ZrO2
and B2O3 is formed.5,6 The adherent crys-
talline ZrO2 suggests an extremely low
solubility in the liquid B2O3, but the phase
equilibria studies are incomplete.7 Inter-
mediate phases have not been observed at
the oxide–boride interface, and the inter-
face is planar despite the presence of grain
boundaries in the ZrB2. Top-view micro-
graphs reveal nodular, equiaxed grains of
bonded ZrO2 particles, while the subsurface
cross-section view reveals menisci of
glassy B2O3 between the skeletal ZrO2 grain
structure.5 At 900°C and 1100°C, the glass
phase also appears as an external surface
layer above the ZrO2 scale, yet it is absent
at 1300°C and 1500°C.8 Weight measure-
ments of B2O3 glass retained in the oxidized
scale indicate a decreasing content with
increasing temperature from 1000°C to
1200°C, while the amount remains constant
at approximately 10 wt% up to 1400°C.5
The B2O3 glasss is retained in the ZrO2
structure due to the high wettability and
strong surface tension in porous ZrO2.

Below approximately 1150°C, the ZrO2
phase forms an equiaxed microstructure,
while above this temperature, the ZrO2
phase is columnar. This same morphology
is observed in HfO2 scales formed on HfB2,
but the transition temperature is approxi-
mately 1650°C.9 Since these temperatures
correspond to the monoclinic-to-tetragonal
phase transformation temperatures for
these oxides, the scale morphology appears
to be dependent upon the stable oxide
phase at the oxidation temperature.

Oxidation rates and oxygen pressure
dependencies provide additional insight
into the microstructure evolution. It has
been observed for ZrB2 that in the low-
temperature range below 1150°C, the oxida-
tion rate is directly proportional to oxygen
partial pressure ,10 which suggests that
molecular oxygen diffusion through the
liquid B2O3 is the rate-controlling mecha-
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nism.8 At temperatures above 1150°C, the
oxidation rate exhibits essentially no de-
pendence on oxygen partial pressure,10

which may suggest an oxygen vacancy
diffusion mechanism through the crys-
talline ZrO2. In this case, the thermody-
namic driving force of oxygen diffusion
increases with increasing , but the
oxygen vacancy concentration and diffu-
sion constant decrease with it.11–13 This
apparent change in oxidation mechanism
correlates with appreciable evaporation 
of B2O3 as well as the polymorphic 
phase transformation in ZrO2. Since the
monoclinic-to-tetragonal transformation
temperature for HfO2 is approximately
1650°C, it may be easier to distinguish the
separate contributions of these oxidation
mechanisms on HfB2.

It should be noted that the heating pro-
file employed for oxidation experiments is
significant. The highest vapor pressure in
the B-O system is associated with the B2O3
vapor, and the vapor pressure of B2O3(v) is
invariant with oxidant activity where
B2O3(l) is stable. Temperature gradients in
the sample induce corresponding B2O3
vapor pressure gradients, which in turn
strongly influence microstructure develop-
ment and oxidation kinetics.6

The addition of SiC to ZrB2 (and HfB2)
yields an oxidation response that is quali-
tatively similar to the pure diborides but
increases the temperature capability of the
glass phase. The oxidation rates for the pure
diborides and the SiC-modified diborides
are the same up to 1200°C.5 Oxidation of
the second-phase SiC particles proceeds
so slowly (relative to the surrounding di-
boride phase) that the oxide scale contains
un-oxidized SiC, and SiO2 is not formed
rapidly enough to enter into the glassy
scale.5,8 Above 1200°C, the SiC addition
significantly reduces the oxidation rates,
and the glassy external layer on oxidized
samples is observed to exist at much higher
temperatures than for the pure diborides.

Figure 1 shows a typical cross-sectional
microstructure for these diboride-based
ceramics, including the outer glass layer
(at the top of the image); the middle region,
composed of crystalline ZrO2 and glass
(middle of image); and the unoxidized
ceramic (bottom of image). Due to the
preferential evaporation of B2O3, the exter-
nal glass layer contains a high proportion
of SiO2,6,8,14 which also increases the glass
viscosity. In addition, small precipitates of
ZrO2 are observed in the outer glass layer,
indicating changes in ZrO2 solubility for
borosilicate glasses versus the pure B2O3.8,15

The composition gradients for the glass
phase through the scale are not well under-
stood at this time. Preferential oxidation of
the SiC phase has been observed, resulting
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in a SiC-depleted zone beneath the oxide
scale in the diboride base ceramic. Ele-
mental analysis indicates the presence of
elemental silicon only in the base ceramic
and at the outer surface. The migration of
Si likely includes gas-phase transport from
active oxidation (of SiC to SiO � CO
vapors) and re-oxidation of the SiO to SiO2
glass. The vapor pressures in the Si-O sys-
tem as a function of oxidant activity affirm
this perspective.6

The addition of other transition metals to
these ZrB2-SiC ceramics has been observed
to further reduce oxidation rates up to at
least 1600°C.6,14 The presence of transition-
metal oxides with high cation field
strengths have been correlated with the best
oxidation behavior (e.g., ZrB2 � 10 mol%
TaB2 � 25 vol% SiC) measured to date.
Such additions produce multiphase, im-
miscible glasses upon oxidation, but the
oxygen transport mechanisms are not
fully understood at this time.

An aspect of UHTC oxidation that has
not received much attention is the effect of
atomic oxygen. During hypersonic flight,
molecular oxygen is dissociated in the
shock structures that form ahead of lead-
ing wing edges, nose cones, inlets, strakes
(aerodynamic surfaces generally mounted
on the fuselage of an aircraft to fine-tune
the airflow), and control surfaces. The O:O2
ratio at the hot vehicle surface depends on
factors like flight trajectory, altitude, veloc-
ity, and vehicle shape. Atomic oxygen accel-
erates oxidation rates on a wide variety of
metallic, ceramic, and semiconductor ma-
terials.16–19 Experiments by Balat suggest
that the temperature–pressure boundary
between the passive and active oxidation
of SiC can be shifted significantly if atomic
oxygen is present.20

Traditional furnace oxidation studies
fail to expose UHTC samples to signifi-
cant levels of atomic oxygen. An equilib-
rium dissociation fraction of 1% in an
atmosphere of pure oxygen requires a

Figure 1. Scanning electron micrograph
of the cross section of ZrB2-SiC ceramic
after furnace oxidation at 1300°C for 2 h.
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temperature of about 2300�C; 1% oxygen
dissociation at 1700�C requires an oxygen
partial pressure of about 0.001 atm. At the
other extreme, very expensive large-scale
arc-jet facilities used to test materials for
hypersonic vehicles are generally operated
at high-enthalpy conditions where molecu-
lar oxygen is completely dissociated,21

especially when testing UHTC materials
at heat flux levels of several hundred
W/cm2.22–24 The primary oxidant in arc-jet
and furnace studies of high-temperature
UHTC performance is thus different; the
consequences on observed oxidation rates,
microstructure development, and passive/
active oxidation boundaries are currently
unknown.

Prospective usage of these UHTC mate-
rials in hypersonic and propulsion appli-
cations, and further oxidation-resistance
improvements, require a more compre-
hensive oxidation model based on a
deeper understanding of the transport
and chemical processes involved.

Atomic-Scale Modeling of
Oxidation

In current discussions of materials
modeling, oxidation is considered a chal-
lenge because the problem involves both
reaction and transport, processes which
require proper treatment at the chemical
and the statistical mechanical levels, respec-
tively. Two recent studies on the oxidation
of elemental Si and Al serve to illustrate
the methods that have been developed
and the physical insights that have been
obtained.

Silicon Oxidation
According to the Deal and Grove model,25

silicon oxidation occurs in three sequential
steps: an O2 molecule enters the preexisting
oxide layer, diffuses through the disordered
oxide network toward the Si substrate, and
reacts at the Si–SiO2 interface.25 Deal–
Grove-like behavior has been observed
experimentally in the thick25 and, to some
extent, also the thin oxide regime.26 How-
ever, basic issues, such as (1) the nature of
the diffusing oxygen species and the dif-
fusion mechanism, (2) the energetics and
mechanism of the interfacial oxidation re-
action, and (3) the atomic-scale feature of
the Si–SiO2 interface resulting from these
fundamental processes, have remained a
matter of debate experimentally27 and
theoretically.28,29

A multiscale modeling approach has
been used to address the O2 diffusion
process through the oxide layer.30–32 First-
principles calculations were performed to
investigate the energetics of the O2 mole-
cule and the peroxyl and ozonyl linkages
in amorphous SiO2. The study showed

that the O2 molecule is the most stable
oxygen species in the oxide at lower tem-
peratures and that its local minima corre-
spond to interstitials of the oxide network.
To explore the energetics of the O2 mole-
cule on a larger spatial scale, a classical
interatomic potential scheme consisting of
a combination of intra-SiO2 and O2-SiO2
interactions was developed30,32 to derive a
complete picture of the O2 potential energy
landscape in amorphous SiO2. A large set
of model structures for the oxide was gen-
erated; for each model, the energy and
location of the O2 minima and saddle points
were determined. The full set of data was
then used to achieve a statistical descrip-
tion of the energetic and topological prop-
erties of the O2 potential energy landscape
in the oxide.

To span an extended spatial region of the
oxide, the O2 potential energy landscape
was mapped onto lattice models using the
energy distributions for minima and tran-
sition states, as well as the distribution of
connections.30,32 This allowed the long-
range O2 diffusion process to be investi-
gated by means of extensive kinetic 
Monte Carlo simulations. Diffusion coeffi-
cients were estimated at temperatures
typically adopted during silicon oxidation
(700–1200�C). The simulations showed
quasi-Arrhenian behavior with a corre-
sponding effective activation energy of
1.12 eV,30,32 a value consistent with experi-
mental estimates.33 Simulations also re-
vealed that long-range O2 diffusion mainly
involves percolation across the lowest-
energy part of the energy landscape,30

whereas the high-energy regions visited
are located around the effective activation
energy for O2 diffusion. These values are
well below the energy intervals corre-
sponding to peroxyl and ozonyl linkages,
indicating that oxygen exchange processes
with the network are unlikely during O2
diffusion.30,32

To address the oxidation reaction at the
Si(100)–SiO2 interface, a constrained first-
principles molecular dynamics (MD) ap-
proach34 was employed, involving three
model structures of the Si(100)–SiO2 inter-
face that are consistent with a variety of
experimental data.35–37 For each model
interface, a variety of viable pathways for
the O2 oxidation reaction were generated;
for each model interface, 15 different reac-
tion pathways for the O2 molecule in both
the triplet and singlet spin state, in the
neutral charge state, and in the presence of
one or two excess electrons, were consid-
ered.34 An O2 molecule in the triplet spin
state approaches the interface by diffusing
through neighboring interstices (Figure 2a).30

In the proximity of the Si(100)–SiO2 inter-
face, the O2 molecule attacks a Si atom in
an intermediate oxidation state and incor-
porates in the corresponding Si–Si bond
near the Si substrate (Figure 2b). Network
incorporation corresponds to an exothermic
process, with an energy release ranging
between 1.0 eV and 1.5 eV, and proceeds by
crossing energy barriers of only 0.1–0.2 eV.
Incorporation gives rise to network O2
species ranging from the peroxyl linkage
to a non-bridging O2 complex accompa-
nied by a Si dangling bond (Figure 2b).
These defect structures all correspond to
metastable states. In fact, the electronic
structure calculations show that spin con-
version to the singlet spin state always
lowers the energy, with energy gains rang-
ing between 0.1 eV and 1.0 eV. Further-
more, upon spin conversion, the atomic
structure generally undergoes an impor-
tant relaxation favoring the formation of a
(peroxyl linkage) more symmetric network
O2 species (Figure 2c). Dissociation of the
network O2 species concludes the oxida-
tion reaction occurring by crossing energy
barriers of at most 0.4 eV. These barriers
are noticeably lower than the energy re-
leased during the incorporation of the O2

Figure 2. Schematic illustrations of neutral O2 molecule (gray, barbell-shaped molecule at
center) in the triplet spin state (a) diffusing through the oxide and (b) incorporating in a
Si–Si bond. (c) The spin conversion to the singlet state is energetically favorable and drives
the O2 molecule toward the formation of a nearly symmetric peroxyl linkage. (d) Dissociation
of this network O species gives two neighboring Si–O–Si units. White spheres are Si atoms
and black spheres are O atoms of the oxide network; gray spheres are O atoms belonging
to the oxygen molecule (O2).
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molecule, suggesting that the dissociation
proceeds readily. The uptake of oxygen at
the interface finally results in two neigh-
boring Si–O–Si units (Figure 2d).

To account for the occurrence of elec-
tron tunneling processes in the vicinity of
the Si substrate, the investigation was ex-
tended to the case of the O2 molecule at
the interface with either one or two excess
electrons in the simulation cell.34 The
simulations showed that the availability
of excess negative charge leads to a spon-
taneous incorporation of the O2 molecule
in the network. For both charge states con-
sidered, the energy released upon incor-
poration ranges between 2 eV and 4 eV.
This value is sufficient to overcome the
largest transition barrier (1.0 eV) associ-
ated with the ensuing dissociation. These
results suggest that the availability of ad-
ditional electrons further favors interfacial
O oxidation reaction.

Overall, these findings lend support to
the kinetics models of silicon oxidation as
a process governed by diffusion.31,32,34 Oxi-
dation of Si–Si bonds at the Si(100)–SiO2
interface occurs by crossing small energy
barriers, regardless of the nature of the ox-
idizing species. This picture is consistent
with a thin-film regime in which various
oxygen species concomitantly participate
in the oxidation process.34

Aluminum Oxidation
Turning to the oxidation of a metallic

nanoparticle (diameter, 200 Å; initially

thermalized at room temperature), a mo-
lecular dynamics simulation has been per-
formed,38,39 in which chemical reactions
were described by a charge-equilibration
scheme based on an interaction that treats
bond formation, bond breakage, and
changes in charge transfer in a manner de-
pendent on their local environments.40

The MD simulations in the canonical
ensemble provide an atomistic picture of
the rapid evolution and build-up of the
surface oxide thickness, local stresses, and
atomic diffusion. In the first 5 ps, oxygen
molecules dissociate and the oxygen atoms
first diffuse into octahedral and subse-
quently into tetrahedral sites in the Al
nanoparticle. In the next 20 ps, as the oxy-
gen atoms diffuse radially into and the Al
atoms diffuse radially out of the nano-
particle, the fraction of sixfold-coordinated
(octahedral) oxygen atoms drops dramati-
cally. Concurrently, there is a significant
increase in the number of O atoms, forming
clusters of corner-sharing and edge-sharing
OAl4 tetrahedra. Between 30 ps and 35 ps,
clusters of OAl4 coalesce to form a neutral,
percolating (i.e., becoming more mutually
interconnected) tetrahedral network that
impedes further intrusion of oxygen atoms
into (and Al atoms out of) the nanoparticle.
The percolating network of OAl4 clusters
is demonstrated in Figure 3d, where con-
necting clusters with the cluster size Ns �
50 atoms are plotted at 20 ps, 27 ps, 30 ps,
and 31 ps. At 50 ps, the diffusivities of alu-
minum and oxygen are 1.4 10–4 cm2�s�

and 1.1 10–4 cm2�s, respectively. The
local pressure after 100 ps in Figure 3b
shows that the oxide layer is predominantly
tensile, which may have a significant im-
plication for the mechanical stability of a
passivated Al nanoparticle. The electrostatic
and non-electrostatic contributions to the
local pressure (Figure 3c) indicate that the
attractive electrostatic interaction between
Al and O ions is responsible for the tension
in the oxide layer. A stable oxide scale
formed at the end of the simulation (466 ps)
is shown in Fig. 3a. Structural analysis re-
veals a 4-nm-thick amorphous oxide scale
on the Al nanoparticle. The thickness and
structure of the oxide scale are in accor-
dance with experimental results.41

Integrated Strategies for Modeling
Transport and Oxidation
Questions Seeking Answers

As mentioned in the Introduction, a di-
alogue between materials engineers and
computational specialists has led to ques-
tions of interest to the former group that
can motivate studies by the latter group,
which in turn can stimulate further inte-
gration of computation and measure-
ments.4 Here, we consider a number of such
questions. These are not meant to be the
only relevant questions that need to be ad-
dressed; rather, they should be regarded
as illustrating the kind of fundamental
understanding that is still lacking.

A current hypothesis which can be fruit-
fully examined by modeling is that inward

�

Figure 3. (a) Al nanocluster after 0.466 ns of canonical-ensemble molecular dynamics simulation. One quarter of the system is cut out to show
the aluminum/aluminum oxide interface.The larger spheres correspond to oxygen and smaller spheres to aluminum; color represents the
charge on an atom (red � cationic, blue � anionic). (b) Local pressure in the nanocluster after 100 ps of simulation time. (c) Electrostatic (top)
and non-electrostatic (bottom) contributions to the local pressure. (d) Tetrahedrally coordinated O atoms with cluster size Ns � 50 are drawn at
20 ps, 27 ps, 30 ps, and 31 ps in the MD simulation. Color represents Ns, the number of atoms contained in a connected oxide cluster.
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oxygen diffusion is limited by a composite
surface layer of hafnia or zirconia grains
encased in a borosilicate glass. Questions
that can be raised are (1) what is the relative
oxygen diffusivity of individual phases,
(2) how sensitive is the effective oxygen
diffusivity to the scale (oxide grain size) and
composition (volume fraction of phases) of
the composite microstructure, and (3) could
an optimal oxide microstructure be targeted
by tuning the particle sizes and composi-
tion of the virgin UHTC?

The addition of Group IV–VI transition
metals to borate and silica glasses may
give rise to a tendency toward phase sepa-
ration, with attendant increases in viscos-
ity and decreases in oxygen diffusivity.15

Our understanding of these complex oxide
scales would be greatly enhanced by more
detailed experimental characterizations of
glass composition and local bonding con-
figurations, first as a function of depth, and
second as a function of additives. First-
principles simulations could contribute
substantially by mapping out systematic
trends in oxygen diffusivity for different
borosilicate glass compositions and differ-
ent levels of transition-metal additives.

Modeling could also address the fate of
gaseous products (SiO, CO, CO2), the out-
ward diffusion of which is often tacitly as-
sumed to be fast relative to inward oxygen
diffusion. With all silica glasses originating
from SiC and no experimental indication of
residual carbon in the oxide scale, one may
infer that all the carbon volatilizes as CO or
CO2. There is also evidence—particularly
for HfB2/SiC composites—that the porous
interlayer found between virgin material
and the composite oxide/glass outer layer
results from active oxidation of SiC, pro-
ducing volatile SiO.42,43 The further oxida-
tion of the CO and SiO to form CO2 and
SiO2 would slow oxygen migration to the
underlying virgin material. The condensa-
tion of volatile SiO (and boron suboxides)
at the base of the outer oxide/glass layer
could explain the stability of that micro-
structure as a quasi steady-state region,
volatilizing from the outer surface and re-
constituting at lower depth. The relevant
questions in this context are (1) what are
the relative diffusion rates of O2, CO, CO2,
and SiO in borosilicate glasses of different
composition; (2) are in-depth oxidation
and condensation reactions involving the
volatile monoxides significant processes;
and (3) if so, under what conditions do
they take place?

For UHTC oxidation in dissociated
oxygen, the central questions are (1) do di-
borides oxidize more rapidly under O-atom
exposure, and if so, do enhanced oxidation
rates persist at higher temperatures; (2) do
oxide scales produced by O atoms have

different physical characteristics; and
(3) does atomic oxygen influence the
boundaries of the active and passive oxi-
dation regimes?

Experimental efforts have recently begun
to address the question of whether diboride
oxidation by atomic oxygen occurs more
rapidly than that by molecular oxygen. The
answer seems to be yes. Oxidation studies
were performed in a facility that couples a
6-kW microwave discharge source with
various tube furnaces. The discharge
generates gas flows with nonequilibrium
(elevated) O-atom concentrations. Initial
experiments on single-crystal Si, polycrys-
talline SiC films, and low-pressure chemi-
cal vapor deposition Si3N4 films (at �910�C,
3–5 Torr, and 87%O2-3%Ar and 83%N2O-
17%Ar mixtures) confirm that passive oxi-
dation rates are an order of magnitude or
more higher when O atoms are present.44

This testing approach is now being ap-
plied to investigate UHTC materials; Fig-
ure 4 shows that O atoms also accelerate
the oxidation of hafnium diboride.

Many opportunities exist to enhance our
understanding of O-atom oxidation of
UHTC composites and their constituents.
On the experimental side, there is a clear
need to amass a larger body of oxidation
data spanning a broad temperature–
pressure range. A significant experimental
challenge will be the quantification of 
O-atom concentrations at sample loca-

tions within a high-temperature furnace,
which may require laser-based species di-
agnostics in combination with reactive-
gas flow models, similar to the approach
used for surface catalysis testing of ther-
mal protection materials.45 To facilitate the
direct simulation of oxidation experiments,
at least a subset of experiments should
make use of single-crystal samples to avoid
the added complexities associated with
grain boundaries and mixtures of discrete
phases, particularly for the purpose of vali-
dating the basic simulation approach.

The chemical and transport mechanisms
that produce accelerated oxidation under
O-atom exposure are not yet clearly iden-
tified, even in pure silica scales. In O2
environments, first-principles simulations
indicate that interstitial O2 is energetically
favored over any other incorporation of
two O atoms—interstitial or network—
within amorphous silica,30,32,46-48 thereby
confirming that interstitial O2 diffusion is
the dominant oxygen transport process.
However, what happens when O atoms
are the dominant oxidant arriving at the
surface? While the interstitial diffusion of
O atoms in silica seems unlikely, their dif-
fusion as peroxyl linkages in silica or
borosilicate glasses is an open possibility—
how effective is this mechanism? If O atoms
arrive at the reaction interface as part of
the glass network, are they really more re-
active than an O2 molecule that arrives
interstitially? Can enhanced oxidation 
be explained by much higher surface
adsorption/incorporation by O atoms
than O2? What is the structure of an 
O-atom–saturated glass surface? Do 
O atoms recombine to form O2 within silica
and then diffuse in molecular form?

Analogous questions can be posed for
O-atom interactions with hafnia and
zirconia scales, for which published first-
principles modeling studies of oxygen ad-
sorption and diffusion are much more
limited.49,50 The compact monoclinic crystal
structures of hafnia and zirconia seem to
favor oxygen incorporation and diffusion
in ionic rather than molecular form. This
suggests that O atoms in the gas phase
would enhance oxidation, since incorpo-
ration into the oxide surface would not
require an endothermic O2 dissociation
reaction. Simulations of oxygen incor-
poration and transport in the high-
temperature tetragonal phases of zirconia
and hafnia would be particularly relevant
to UHTC composites.

Direct Simulation Strategies
Using the technique of molecular dy-

namics, one can capture the atomic-level
details of oxidation processes at tempera-
tures within the spatial and temporal scales

Figure 4. Spark-plasma–sintered HfB2

oxidized at 1250�C for 3 h at �400 Pa
with an input gas mixture of
13%Ar-87%O2.The hafnia scale grew
�1.8 times thicker when the discharge
was activated. (HfB2 samples provided
by U.Tamburini and Z. Munir, University
of California, Davis; SEM images by M.
Gasch, ELORET Corp. at NASA Ames
Research Center).44



A Perspective on Modeling Materials in Extreme Environments

MRS BULLETIN • VOLUME 31 • MAY 2006 415

set by the simulation. Recently, we have
developed a concurrent multiscale simu-
lation framework51 combining classical
interatomic potentials with quantum me-
chanical (QM) calculations in the context
of crack initiation in Si in the presence of
water molecules.52 A divide-and-conquer
strategy, in which the QM calculation is a
union of density functional theory (DFT)
cluster calculations, was used to elucidate
Mode I crack-tip extension with multiple
H2O molecules around the crack front.
The simulation results show that the reac-
tion of H2O molecules at a Si crack tip is
sensitive to the stress intensity factor K.
For K � 0.4 MPa (the square root of
meters unit indicating that the crack-tip
stress is a factor of the square root of the
crack-tip radius), a H2O molecule either
decomposes and adheres to dangling
bond sites on the crack surface, or oxidizes
a Si to form a Si–O–Si structure. For a
higher K value, 0.5 MPa , a H2O 
molecule either oxidizes or breaks a Si–Si
bond. The QM region in these studies con-
tains about 103 atoms.

Alternatively, oxidation processes can
be probed using a reactive force-field
(ReaxFF)53 method based on first principles.
The ReaxFF incorporates variable atomic
charges and reactive bond orders, both
dynamically adapting to the local envi-
ronment. We have developed a fast reac-
tive force-field (F-ReaxFF) MD algorithm
that reduces the complexity to order N,
where N is the number of atoms, by com-
bining the fast multipole method (FMM)54,55

based on spatial locality, iterative minimiza-
tion to utilize the temporal locality of the
solutions, and a multilevel preconditioned
conjugate-gradient (MPCG) acceleration.56

ReaxFF is several orders of magnitude
faster than QM methods and can handle
105 atoms. Recent benchmark tests at the
NASA Columbia supercomputer have
achieved new scales of QM accuracy in
conjunction with system size scaling in
chemically reactive MD simulations.57

Unit Process Simulation Strategies
In addition to concurrent direct simu-

lations, one can take advantage of high-
accuracy DFT calculations by breaking the
problem into smaller pieces to be studied
separately with more accessible system
sizes. Figure 5 shows a characteristic diffu-
sion pathway of one O2 molecule through
the amorphous network of borosilicate
liquid, determined using a method of
transition-state pathway sampling known
as the nudged elastic band (NEB).58,59

Starting from random positions, we used
a series of high-temperature classical MD
and ab initio MD simulations to generate
an amorphous B14Si14O49 network following

�m

�m

approaches previously applied to SiO2. For
the specific pathway shown, we obtained
a diffusion barrier of around 1.8 eV, even
though the molecule diffuses through a
fairly open part of the network. Passing
through higher-density regions results in
a significant increase in the barrier and a
competition between molecular incorpo-
ration into the framework (ozonyl) and
break-up. With these high barriers, a direct
MD approach would be prohibitively ex-
pensive even at high target temperatures
of 2000–3000°C. Through these pathway
calculations, one can explore the depend-
ence of the diffusion barriers on chemical
composition and density and feed these
data into the kind of kinetic Monte Carlo
scheme described earlier.32 Given the ele-
vated temperatures, it will be necessary to
re-validate the assumption that diffusion
of atomic oxygen does not play a signifi-
cant role. Diffusion barriers are typically
smaller than for the O2 molecule, and en-
tropic effects may stabilize the dissociated
species.

In addition to the borosilicate glass phase,
oxygen transport through the HfO2 (ZrO2)
skeleton can be considered in a similar
manner. Owing to the higher density, dif-
fusion in bulk oxides is governed by va-
cancy and interstitial mechanisms. This
significantly increases the complexity of
the defect chemistry involved. While a dif-
fusing oxygen molecule in borosilicate is
an inert entity and does not chemically in-
teract with the framework, vacancies and
interstitial ions in HfO2 (ZrO2) are chemi-
cally active. Consequently, a significant
variation in the defect stability with the
electron chemical potential can be expected.
For example, an oxygen vacancy that holds
an electron in a Hf-d derived state close to
the conduction band in its neutral state is
energetically stabilized if it can donate this

electron to a lower-lying acceptor state. This
could not only be an oxygen interstitial but
also a lower-valence doping element such
as Y or La. Following the same principles,
other electron-donating species will desta-
bilize vacancies and thus reduce their
equilibrium concentration. The inverse is
true for oxygen interstitials that are stabi-
lized by electron donors. A self-consistent
calculation of defect mobility in bulk HfO2
therefore will have to explicitly include all
the defects and impurities within a repre-
sentative volume element. The relevant
diffusion barriers typically will be small,
compared with those for the glass struc-
tures, and strongly dependent on the charge
state of the defect, which in turn is gov-
erned by the electron chemical potential. An
ability to make a quantitative prediction of
oxygen diffusion through the glass and
oxide scales which considers impurity ef-
fects on oxygen mobility is required to
tackle the kind of problems under present
discussion.

Summary and Outlook
This is a first effort to connect key issues

in understanding complex microstructures
in the development of oxidation-resistant
materials with atomistic simulations in con-
junction with selected experiments. The
transport of oxygen through a complex
oxide scale is but one timely opportunity
for materials development innovation
using this approach. Many other chal-
lenges exist in the area of modeling mate-
rials in extreme environments.

There are many facets to the problem of
UHTC oxidation that warrant the use of a
variety of modeling methods, in addition
to the atomistic and first-principles ap-
proach. Explicit modeling of the micro-
structural evolution of complex oxide scale
demands continuum-based methods such
as phase field,60,61 which can make use of
the atomistically calculated diffusivities.
Significant methodology development may
be required for these continuum methods
because of the complex 3D microstructures
involving coexisting solid, liquid, and gas
(void) phases. The oxide scale is also
subjected to complex mechanical (shear
flow on the outside and vapor pressure
accumulation/release on the inside) and
temperature conditions, so equations of
stress equilibrium and heat diffusion may
need to be solved simultaneously with the
multicomponent mass transport equa-
tions. One possible reason why the scale
of the ZrB2-SiC UHTC is semiprotective
even at extremely high temperatures could
be its facile “recovery” after bubble bursts,
compared with other systems, in which
case, physical parameters such as the
viscosity of the borosilicate liquid and

Figure 5. A typical transition pathway for
oxygen molecule diffusion through
borosilicate liquid. Only the molecular
positions at nudged elastic band (NEB)
nodes 0, 3, and 6 are shown by the
three red O2 molecules.
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wetting behavior of the borosilicate liquid
to the oxide surface may be important.
Atomistic calculations can provide these
parameters.62

A related problem that deserves great
attention is the development of robust
thermodynamics and kinetics databases
to further optimize performance through
compositional modifications. Since the ad-
dition of new elements tends to enhance
low-melting eutectic behavior, thermody-
namic stability63 along with other physical
properties will need to be modeled, using
approaches such as CALPHAD64 (calcula-
tion of phase diagrams) and first-principles
cluster expansion.65,66 Predictive computa-
tional techniques that can identify optimum
composition and microstructures for ex-
treme structural capabilities, thermal expan-
sion and conductivity, emissivity, and so on,
are also highly desirable. Finally, besides
connecting technological challenges with
modeling and simulation tools, coopera-
tion between traditionally different com-
munities is essential for further progress.
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