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The dynamics of oxidation of aluminum nanoclust€?® nm diameteris investigated using a parallel
molecular dynamics approach based on variable charge interatomic interactions due to Streitz and Mintmire
that include both ionic and covalent effects. Simulations are performed for both canonical ensembles for
molecular oxygen(O,) environments and microcanonical ensembles for moleci@j and atomic(O;)
oxygen environments. Structural and dynamic correlations in the oxide region are calculated, as well as the
evolution of charges, surface oxide thickness, diffusivities of atoms, and local stresses. In the microcanonical
ensemble, the oxidizing reaction becomes explosive in both molecular and atomic oxygen environments due to
the enormous energy release associated with Al-O bonding. Local stresses in the oxide scale cause rapid
diffusion of aluminum and oxygen atoms. Analyses of the oxide scale reveal significant charge transfer and a
variation of local structures from the metal-oxide interface to the oxide-environment interface. In the canonical
ensemble, oxide depth grows linearly in time untiBO ps, followed by saturation of oxide depth as a function
of time. An amorphous oxide layer of thickness40 A is formed after 466 ps, in good agreement with
experiments. The average mass density in the oxide scale is 75% of the bulk alumina density. Evolution of
structural correlation in the oxide is analyzed through radial distribution and bond angles. Through detailed
analyses of the trajectories of O atoms and their formation of,Gtlictures, we propose a three-step process
of oxidative percolation that explains deceleration of oxide growth in the canonical ensemble.
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I. INTRODUCTION ticles form a 25—50-A-thick oxide scale when exposed to air.

A great deal of recent research has focused on the role df® Oxide scale remains intact, even after compacting the Al
ultrafine microstructures in the physical and chemical behavtanopowders at high pressures. Thermogravimetric studies
ior of materials synthesized from nanometer size cludtérs. show that a 200-A Al cluster forms an oxide scale with a
These nanophase materials have a large fraction of atoms fhickness of 30—-40 A® Aumannet al'” have studied the
the interfacial regions, which has a dramatic effect on theoxidation of Al nanopowders for raising the ignition thresh-
structure and physical propertigé® The mechanical old of highly reactive ultrafine grain Al/Mo§ powders.
strength of nanophase metals is known to be higher than thdihey observed that powders consisting of Al particles with
of conventional polycrystalline metals of the same chemicaHiameters between 240 and 650 A oxidize with a square-root
composition’ It has been predicted that nanophase ceramicéme dependence similar to flat Al samples. They also found
are much more ductile and have lower sintering temperatureiat the increased surface area of Al particles lowers the oxi-
than conventional brittle ceramié%:12 dizing activation energy relative to that of flat Al samples.

A particularly interesting possibility is the synthesis of More recent studies by Sanchez-Léffean the passivation
nanocomposites consisting of metallic nanoclusters coatedf Al nanoclusters show that for the range of particle sizes
with a passivation layer. Upon compaction, the passivatiorstudied(120—410 A the oxide scale thickness40 A is in-
layer forms a boundary layer between the isolated metalliclependent of oxygen dosage. Experiments indicate that the
grains, and the resulting passivating network has a dramatigtructure of the oxide scale on Al nanoclusters is amorphous,
effect on the electrical, chemical, and mechanical behavioibut there exists no detailed structural analysis. Recent studies
In a study by Sanchez-Lope al,'3 Al/Al-oxide nanocom-  have suggested that the structure of the amorphous oxide
posites were found to have a metallic shine and an Ohmiscale of Al nanoclusters is different from that of the amor-
electrical resistivity. The nanocomposite consisted of 300 Aphous scale on the bulk Al surfaé&!’
aluminum particles with an interconnected 40 A oxide layer Experimentally, the growth of oxide scales on bulk metal-
that prevented the material from falling apart above the alulic surfaces exhibits several types of behavior. Theoretical
minum melting temperature. Other studies indicate that thetudy of the oxidation of bulk metal surfaces was pioneered
properties of these nanocomposite materials are stronglyy Wagner® Mott,*® and Cabrera and Motf. The oxidation
dependent on the nature of the passivation I&yef. rate depends on the temperature and access of oxygen to the

A few experimental studies of the passivation behavior ofmetal atoms. A linear rate of oxidation occurs when the oxide
ultrafine Al particles have been reported in recent yearsis porous and the metal surface is continually exposed to
NMR measurement? reveal that 500—700-A-sized Al par- oxygen?! This behavior is typical of metals such as magne-
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sium, in which the oxide occupies a small volume fraction of mi;=-V,V=f, i=1,...N (3

the metal. The resulting tensile stresses cause the oxide film :

to crack and become porous. Oxide growth exhibits eithewheref; is the force on atom. The most important input

square root or logarithmic time dependence, when the corinformation in MD simulations is the expression for the po-

trolling factor is the diffusion of ions or electrons through a tential energy. Given an initial configuration;(0),p;(0)},

nonporous oxide layer. Examples are Al, Cr, Ni, and Ti. Asthe set of Bl coupled second-order differential equations in

for Al, the logarithmic growth is observed at temperatures(3) are numerically integrated in time to generate the dy-

below ~700 K, while the square root growth is observed atnamical history of the system.

higher temperaturé®.It has been inferred from experimental  In order to simulate other statistical ensembles, additional

studies of scale morphology and the behavior of impurityvariables are introduced into the Lagrangian to represent the

markers that AIO; grows by inward migration of oxygen at coupling of the system with external sources. In the canoni-

high temperature® Grain boundary diffusion of oxygen is cal ensembléNVT), the system is thermally coupled with a

considered as the most likely migration process controllingheat reservoir. The canonical ensemble was first introduced

the growth of ALO; scales?? in MD simulations by Nosé#2° Starting with the extended

In this paper we report the results of a large-scale, parallédHamiltonian

molecular dynamic$MD) simu'!"ation of the oxidation of an N 5 5

Al nanocluster(diameter 200 A We have investigated the _ Pi Ps

structural and dynamic correlations in the oxide region and Hnose= 21 oms? +V({ri}) + 20 +(3N+1DkgTIns, (4)

the evolution of charge, surface oxide thickness, diffusivities

of atoms, and local stresses. The MD simulations are basethereQ is the “mass” associated with the varialsieNosé

on the ES+ model of Streitz and Mintmifé which takes showed that microcanonical distribution for the extended

into account the effect of charge transfer between Al and Gystem is equivalent to the canonical distribution of the set of

using the electronegativity equalization principle. The orgaVvariables{r;,p;/s}. The variables is interpreted as a time

nization of the paper is as follows. Section Il describes thescaling factor, where the time in the canonical distribution is

simulation method and schedule, and results are given irelated to the real time ag'Zt/s. A slightly different repre-

Sec. lll. Finally, Sec. IV contains conclusions. sentation that is free of the time scaling was later developed
by Hoover?® who showed that the equations of motion of
Nosé are in fact unique and therefore the two representations

Il. COMPUTATIONAL METHODS are equivalent. Martynat al?’ extended the Nosé-Hoover
dynamics to employ a chain of thermostats by proposing the

] ] ] ] ] following conserved quantity for the system:
In the MD simulation technique, the dynamical history of

an ensemble of atom@hase-space trajectoris computed N p? P,
from Newton’s equations of motion. Hence, we are able to H =2 -+ > — +V({r}) + 3NkgT&; + kg T2 &,
observe the time evolution of microscopic ph - =12M =1 2Q =2
pic phenomena. Ad

ditionally, based on different statistical ensemble, macro- (5)
scopic physical properties can be obtained from this detailed .
information using statistical mechanics by sampling on dif-\’\’here'\/_I is the number of thermostag andQ, andpéj are,
ferent phase-space surfaces. Each statistical ensemble has'fSPectively, the mass and momenta of thermatat
own conserved thermodynamic quantities such as energy
(E), temperaturdT), and pressuréP). B. Interatomic potential with variable charge transfer

In conventional MD simulation, averages of physical
gquantities are measured in the microcanonical ensembl
(NVE). We consider a system o atoms with coordinates ninaq by the accuracy of the potential, and the amount of
{rizi=1,... N} and momentaip;: i=1,... N} within @ o005t time is determined by its functional complexity.
fixed \{olumeV. The atoms are assumed to interact _W't_h 8The MD simulations of oxidation of aluminum nanoclusters
potentialV=)({r;}). Treating the atoms as classical pointlike 56 nased on an interaction model developed by Streitz and

A. MD simulation method

M 2 M

The underpinning of MD simulations is the interatomic
Sotential. The quality of the simulation results are deter-

objects the Hamiltonian of the system is written as Mintmire?3 that can successfully describe a wide range of
N physical properties of Al and AD5. This so-called electro-
H=, b +Vdr)), (1) static plus(ES+) model is capable of treatin@) both me-
=1 2M, tallic and ceramic systemgji) bond formation and bond

breakage, andiii) changes in charge transfer as the atoms
move and their local environments are constantly altered.
In the ES+ model, the potential energy of the system

wherem, is the mass of théh atom in the system. Based on
the Hamilton equations of motion,

IH IH is expressed as the sum of an electrostatic pote(iE8)
ri:a_p-’ == (20 and an embedded-atom potential({r;,q;})=Veau({ri)
' ' +Ved{ri, ab).
the Newton equations of motion are reduced from Hamil- The potential in the embedded atom methH&hM) is
tonian (1) defined as
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= o (1. 1
Veam 2.: Filpil + z i (ri), ©) Ves= 2 qi{XiO+ g Zilwy(ry) - vlj(rij)]} + 52 qrdy
i j#i i
whereF[ p;] represents the energy required to embed atom 1 1
in a local electron density; and ¢;(r;j) is an additional +§E qiqj|:r_+v|j(rij):|a (12
ij

pairwise interaction, withr;; the interatomic distance be- j#i
tween atomd andj. In the ES+ model a Finnis-Sincl&fr

form is chosen for the embedding energy where u;(r) is the short-range Coulomb-interaction integral

andwj(r;) is the short-range nuclear-attraction integral. Note

Flpil=-Apl&, (7)  that the electrostatic energy E(L2) contains a long-range
Coulomb interaction term. As a result, the most time con-
where suming part of ES+ potential is the long-range Coulomb in-
. teractions. The resulting Coulomb interaction is calculated
pi(r) = 2 & exd- Bi(ry = 1)]. (8)  with the O(N) fast multipole methodFMM).32

7 The parameters in the ES+ potential are fitted to the bulk
In Eqg. (8) the local atomic density; is expressed as a linear properties of both fcc aluminum ardalumina crystal struc-

superposition of atomic densities of all other atoms. Theures. In addition, the potential yields reasonable surface en-

pairwise potential is chosen to be ergies and relaxations for several low-index surfaces of
a-alumina.
(1) =28 _Bi _ * The unique feature of the ES+ model potential is that it
#ij(r) =2 ex (r=ry) e o \ j
2 explicitly includes dynamic charge transfer between anions
—Cij[1+a(r—r;})]exr{— alr _r:j)]. 9) and cations. The method is based on a semiempirical ap-

proach, in which atomic charges are determined according to
The total electrostatic enerd¥e4(r ,q) is a function of the  the electronegativity equalization conditidie®-35The ES+
atomic chargegvalence and positions in order to determine model potential for TiQ systems has also been
the local atomic charge from the local environment of eactconstructed® which reproduces various quantities including

atom dielectric constants of both rutilground stateand anatase
1 phases with high accuracies. Such high transferability of the
Ves= >, vi(q) + =2 v (15,0, p_otentlal makes_lt possible to su7c<3:8essfully perform sintering
i i simulations of TiQ nanoparticles’:

In MD simulations, the atomic charges, are determined
1 at each time step by minimizing the electrostatic en¢Ey.
vi(qi) = ;(0) + Xioqi+EJi°qi2, (12)], subject to the charge-neutrality constrailg;=0.
This constrained minimization is algebraically equivalent to
the electronegativity equalization condition that the chemical
o) = 3 3 (e ) (r . potentialsdVeg/ dg; be equal for all atoms. This leads to a set
(T O, ) _f d rlf dr2pi(r 1 @)pj(r2: Gz of linear equations for atomic chargés}

(10)

The local atomic energy;(q;) is a second-order Taylor ex-
pansion in the partial chargg. The first derivativey is the

electronegativity® and the second derivativeis associated Where My is the Coulomb-interaction matrix and is a
with self-Coulomb repulsio®® The Coulomb interaction Lagrange multiplier used to determine the charge-neutrality

v (rij:G,0p) in Eq. (10) represents the electrostatic interac- constraint. In practice, the solu.tion to E(CI,S) involvgs con-
tion energy between atonisand j. The function p;(r :q;) current solution of two sets of linear equations. This minimi-
represents the charge-density distribution aboutl ar,1 :aitom zation is equivalent to solving these two linear equation sys-

(including the nuclear point chargéer a total chargey. For tems. Accordingly, the computational cost of the variable-

3 .
mathematical convenience, Streitz and Mintmire chose a disqharge MD scales a®(N"). To reduce that complexity to

tribution, p;, that is an extended form of a Slater-typs 1 O(N), we have d_eveloped s_everal algorithgns.
orbital We use a conjugate gradief@G) method® to solve these

two linear systems. We have developed an acceleration

scheme that computes the matrix-vector multiplication,
), 2iM;;q;, in O(N) time using the FMM. Also the chargefg;},

determined at the previous MD step are used to initialize an
(12) iterative solution to Eq(13), reducing the number of itera-
where(; is the decay length for atomic orbitals aflis an  tions toO(1) and thus the total computational cost to deter-
effective core chargé0< Z;<Z;, with Z; the total nuclear ~mine atomic charges is linear M.

E_Mijqj:ﬂ_)(h (13
i

pi(r; i) = Zi8(r —r;) +(q; +Zi)(§i3>exp(— 2g|r =

T

charge of an atoin Applying Egs.(10) and (11) together To further speed up the solution of this minimization
with the two-center Coulomb integrélsyields an expression problem, our multilevel preconditioned conjugate gradient
for the electrostatic energy (MPCG) method splits the Coulomb-interaction matrix into
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short- and long-range componenfgt=M¢+M,,*° thereby 1 N
accelerating the solution. The preconditioning scheme is - => > nle;m(a’,¢')Ynm(0,¢), (15
found to substantially improve the convergence and parallel X=X Ao meon 12

efficiency by increasing data locality. The MPCG algorithmwherer<:min(r r'), r-=maxr,r’), and the functionsy™
’ ’ ’ ’ n

has enabled a successful large-scale oxidation simulation. are the spherical harmonics. TN& used in this discussion

An alternative approach to the earlier variable Chargeare defined from the associated Legendre polynomials

method is to treat the atomic charges as dynamic variables in

an extended Lagrangidh.We also implemented the ES+ . (-1)™m=0 (n-my! _
method using an extended Lagrangian scheme, in which Yn(6,¢)= Lm<0 (n+m),Pn(0030)ém¢,
charges are given fictitious masses and velocities and then ' '

propagated with the atomic degrees of freedom by Newton’s 1 (n+m)! g

equations of motion. Typically, the time step for the charge Py = —— TV g o)-m2 &2 qyn
degree of freedom is much smaller than the time step for the 3 2! (n—-m)! axmm

atomic motion. Multiple time step integration schemes can (-n=m=n). (16)

be applied to speed up the computatiéhs.
The rapid decay of expansiaoil5) in each of the defined
domains allows the calculation of the Coulomb potential
C. Long range force calculation by FMM with a specified level of precision.
Now consider a collection of point charge§y,x;
Molecular dynami(;s ;imulations _for complex physical =(r; 4., ¢):i=1, ... N} that are lying within a sphere of ra-
systems, such as oxidation of aluminum, can be computagiys R centered at the origin. The electrostatic potential at a

tionally very demanding: they may require large numbers ofygint x=(r, 9, 4) lying outside the sphere may be expressed
atoms, long simulation times, and computationally intensive, the form of a multipole expansion

interatomic interactions. The most compute-intensive part o N .

ES+ potential is the long-range Coulomb interactions. There- 0 o n - Y™, p)
fore, long-range interactions present a major computationalV() = x| —Ix»| =2 2\ 2arY,"(6,4) _nrn+1 :
challenge in MD simulations. In the presence of periodic =1 ton=0m=-n =1

boundary conditiongpbc), the total Coulomb energy of a (17)

charge neutral system of atoms is given by The form (17), called the far-field representation, is charac-

terized by the set of outer multipole coefficier@§ defined
1NN 4 by
V=g X2 i as N
e e Ch'= 2 ar Y, "6, ). (18)
i=1

whereq; is the charge of atonn. The simple cubic lattice With the following definitions of outer function®]' and
translation vector is1=(n,L,,n,L,,n,L,), where theL, are  inner functionsl m.

the side lengths of the central MD cell. The prime on the sum ] Ay

over n implies that terms witli=j are omitted whem=0. O™(x) = O™(r, 6, &) = (= D™ Y, (6, ) (19)
Direct computation of14) requiresO(N?) operations, which . neew AT pmtl

is clearly intractable for the largdl required for realistic

simulation;. Recently, the FMM, developed by C_;reengard I’,P(x):Inm(r,0,¢):i‘|m|Anmr“Ynm(0,¢), (20)
and Rokhlin3?*2has been successfully used to rapidly accel-

erate the calculation of the long-range pairwise interactiongvhere

in a large ensemble of sources in a single cell without pbc. In (-1)"
N particle simulations involving long-range interactions, the Al'=A"= ’, , (22)
FMM reduces the number of computations required to evalu- V(n=m)!(n+m)!

ate all pairwise interactions fro®(N?) to O(N) with pre-  the transiation theorerf5) can be rewritten agfor r>r’)
dictable error bounds. The FMM is based on the multipole

expansion of the Coulomb interaction. The rapid decay of the 1 S =M 1
multipole expansion enables one to calculate the Coulomb m ‘2_‘4 ; (= D) OR(x). (22)
interaction efficiently for a specific level of precision. =0 m="n

In this part, we briefly summarize equations that we use in  There are three basic transformation operations necessary
the present implementatithof the FMM. The motivation in  to implement the FMM: the(i)outer-to-outerii) outer-to-
multipole translation is to formulate a far-field representationinner, and(iii ) inner-to-inner transformatiorf§. These opera-
for a collection of charges about some point in space andions will be defined and described in sequence; they are
then to translate the result to a different point. Given a unifillustrated in Fig. 1. First we consider a set of point sources
charge{q;} at a pointx'=(r’, 6", ¢’) in polar coordinates, the {q;,x;=(r;,é,¢;): i=1,... N}, located within a spher§, of
potential induced by that chargeat(r, 6, ¢) is given by**  radiusR, centered ak, (i.e., X; € {x:|x—Xo| <Ry}). The ob-
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=1 1=2 =3

FIG. 2. Two-dimensional illustration of FMM hierarchical cell
decomposition. At level the MD cell is subdivided in each direc-

tion into 2 cells.
FIG. 1. lllustration of multipole transformation operations used

in FMM for well separated sets of charges.

o n

o . _ . Fl=2 2 17 (xg - xEp. (29)
jective is to obtain an inner expansion for the potential due to n=l m=-n

the charges in spher, that is valid for points located in

gphere%. The outer muItipoIeS?nm that characterize the far- Equation(27) may now be used to compute the potential due
field representatioil?) for this set of charges can be com- to the charges in sphe® at any pointx that lies within the
puted from(18). Then the potential at a point outside the spheres;.

sphere§ is given by In the FMM the Coulomb potential is computed in a hi-

© n erarchical manner. The MD cell is recursively divided in half
)= > CO™(X - Xo) along ea_lch of th_e Cartesian axes to pbtain multiple sets of
n=0 m=-n cells. This recursive decomposition is illustrated for the two-
dimensional case in Fig. 2. In three dimensions the entire
r r n view n octr r re with th
X & [X:|x = Xo| = Ro}. 23 structure can be viewed as an octree data structure with the

MD cell as the root of the tree, corresponding to leke0.
We now consider a sphe® that completely containg, and At each level in the tree there aré @umber of cellsieach
desire to obtain a far-field representation f9fx) that is ~ parent in levell -1 produces eight childrgnThe recursive
centered ak, and is valid forx outside the sphers,. The decomposition continues to a levielat which point further
outer-to-outer transformation that accomplishes this is giveriefinements would make the cell size smaller than the cutoff
by distance for the short-range potentials. In other words, at the
highest level of refinement each cell corresponds to a link
” o cell in the link-cell list structure. Because the hierarchical
V(x) =2 2 DIOT(x =xy), (24)  decomposition in FMM is related to a tree structure, the cells
1=0 j=- at the highest level of refinement are often referred to as leaf
where cells. The FMM algorithm decomposes into two main proce-
dures: the upward pass and the downward pass.
b The upward pass starts at the highest level of refineinent
DI=> > 11TM(x, - xo)CM. (25 by computing the outer multipole®™ for each leaf cellwith
n=0 m=-n respect to the center of the leaf galking(18). Since infor-

mation about each atom is used only once, the computational
ﬁost isO(Np?), wherep is the order of the multipole expan-
sion. The outer multipoleB| for each cellc in level L-1 are
then computed from the outer multipol€§' of c's children

Suppose that spher®, lies completely outside spher®,.
The outer-to-inner transformation that gives a representatio
for V(x) valid for x e {x:|x=X,| <Ry} is given by

L in level L by using the outer-to-outer transformati@b) to
V(X) = 2 2 Elll(x —xp), (26) translate each child’s outer multipoles to the parent’'s center
1=0 j=- and then they are added together. This procedure is repeated

for each of the successive levels in the tree until level 2 is

reached. Since the maximum number of possible leaf cells is
© n N and each translation involvgs' operations the computa-

Ef =>> O;Tfj(xz ~x7)D™. (27) tional cost iSO(Np?). At the end of the upward pass the outer
n=0 m=-n multipoles for all cells at all levels are determined.

_ . . . Before describing the downward pass it is necessary to
The final transformation takes the inner expansion centereghake a few definitior® that are illustrated for two dimen-

atx, and translates it to an inner expansion centerecsat  sjons in Fig. 3. At a level the nearest neighbors of a cell
(dark cell in Fig. 3 are defined to be the set of 26 cells that

where the inner multipole coefficients are given by

o |
_ iirw share a boundary point with (hatched cells in Fig.)3 Two
V() g Z‘, Filix=Xa), (28) cells are said to be well separated if they are separated by at
least one cell. Thinteraction sefor a cellc is defined to be
where the set of cells at the same level aghat are not nearest
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(4]
®

|
& \\i 0 3v 6

NN\ & FIG. 4. Domain-decomposition scheme in two dimensions for
nine nodes. Arrows indicate the direction of message passing. The
dashed line indicates the copied boundary regions for node 5.

FIG. 3. Two-dimensional illustration of defined sets used inpymber of atoms per link cell. From the discussion of the
FMM. The hatched cells are the nearest neighbors of the dark cellyn\ward pass, downward pass, and direct calculation it can be
Theinteraction seffor the dark cell is the set of shaded cells at the gaen that the computational complexity of the FMM algo-
same level as the dark cell. rithm is O(N). For realistic system sizes serial implementa-
gion can still be impractical, thus motivating the need for

neighbors ofc and whose parent cells are nearest neighbor .
parallel computation.

of the parent oft (shaded cells in Fig.)3 Note that at any
level there are at most 189 entries in thmeraction list
of a cell.

The downward pass operates by consistently computing
interactions between cells at the coarsest level possible. This We consider a system & atoms contained within a unit
is accomplished for a given cell by computing interactionsMD cell. The partitioning of work among® processors
with those cells which are well separated and whose interadnodes is accomplished via a divide-and-conquer strategy
tions have not been accounted for at the parent’s level. Theased on domain decomposititsee Fig. 4 The MD cell is
downward pass is initiated at the coarsest level by computingubdivided intoP=P, X P, X P, subsystems of equal vol-
all the inner multipoles for each cell in the level. When freeume. The nodes are logically arranged in an array such that a
boundary conditiongno pbg are used, the coarsest level that nodep (0= p=P-1) corresponds to the subsystem indexed
contains well separated cellslis2. The inner multipoles for by three integef$
each cellc in the coarsest level are computed by converting

D. Parallel implementation of FMM with domain
decomposition (Ref. 43)

the outer expansion of each cell that is well separated from P =LP/(PyP)]

to an inner expansion about the centercaising the outer-

to-inner translation(27), then adding them together. The py =Lp/P,l modPy

downward pass then proceeds in a recursive manner, begin-

ning at the next coarsest level, as follows. p,=p modP, (30)

(i) For each celk in level | convert the inner expansion
belonging toc’s parent to an inner expansion abaisgt center
using the inner-to-inner translatid@9).

(i) For each celt in level | convert the outer expansion
of each cell inc’s interaction listto an inner expansion about
c's center using the outer-to-inner translati@y) and then
add them together.

(i) Repeat steps) and (i) for level I+1 until they are
completed for all levels including the leaf-leviel by

Once stepdi) and (i) have been completed at the leaf P(S) = P(S)P,P,+ Py(S)P,+ PAS), (31)
level, the inner expansion for each leaf cell will contain the
interactions with all other well-separated leaf cells. The4numWhere
ber of operations required for stefi$ and (ii) is <190Np". _ _
Finally, I?he far fieldqcontribution pto the potential atpeach Pa(S) =ISaPal - (@=xy.2). (32
atomic position is computed from the inner expandi28). When atoms move out of a subsystem into a neighboring
This step requiressNp? operations. Altogether, the compu- subsystem, the corresponding attributessitions, veloci-
tation for the downward pass scalesNyg®. ties, etc) are transferred using standard message-passing

The nearest neighbor leaf-cell contributions are computedibrary routines?’
directly using the link-cell lists with the number of opera- The calculation of short-range interatomic forces on at-
tions proportional toN/N,, where N,=N/8" the average oms in a subsystem is done using the link-cell list scheme.

wherelx| denotes the greatest integer less than or equal to
Figure 4 illustrates the domain decomposition for a two-
dimensional system. All the attributésoordinates, veloci-
ties, accelerations, species, ptassociated with atoms lo-
cated within a particular subsystem are stored within the
memory of the corresponding node. The mapping of an at-
om'’s coordinatess;, to a sequential node 1(s), is given
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level T

I=0 global

FIG. 5. Domain decomposition scheme for FMM in a two-
dimensional system. In the lower levels, cells are local to a nodej
Cell information in the upper levels is made global to all nodes.

To calculate the forces on atoms within a subsystem, the
coordinates of all the boundary atoms that reside in the =l
nearest-neighbor subsystems are required. The coordinates ———=
boundary atoms are exchanged between nearest-neighbor
nodes usinghonblockingsend andblocking receive opera- _ ) : .

tions. Newly received boundary atom coordinates are storefA-thick slice through the middle of the system. The aluminum
in augmented link-cell lists. Boundary-atom exchange be-fel]flsetcetrin's Vﬁgﬁnofag%iie 433?1102(::;?”:)%?&arznrzctj(.) n?SSphe”Cal
tween nearest neighbors is accomplished through six 9 Y9 '
message-passing steps: north, south, east, west, upper, and

lower. Boundary-atom coordinates that need to be exchanged.

with edge-sharing and corner-sharing neighbors are firs\f‘”th the copied outer multipoles to form an array consisting

i | | |
passed to the appropriate face-sharing neighbor and then fo(?lc the outer multipoles of(2/P+2)(2/Py+2)(2/P+2)

warded to the appropriate destination node during the subs&€lls at each layer. The outer-to-inner trgnslatlons at each of
quent message-passing steps. Newton’s third law can be usEif lower levels=L,) are computed using the augmented
to reduce the number of message-passing steps by a factor &t of outer multipoles. For upper levels<L,) the global
2. In this case, it is necessary to send the forces computed feet of outer multipoles is used.
boundary atoms back to the source node.

The unit MD cell is decomposed int®=P, X P, X P,

FIG. 6. (Color Initial setup of oxidation simulation. This is an

subsystems with the requirement that e&gbe a power of E. Setup of oxidation simulations (Ref. 48)
2. We define a level =log,[maxPy,Py,P,)] in the FMM o _ _ _
tree. In the lower levels of the hierarchyz L, each cell is The setup for the oxidation simulations is as follo{gse

uniquely assigned to a node. For upper levélsL,, the  Fig. 6). A fcc-crystalline Al spherddiameter=200 A com-
number of cells becomes smaller than the number of nodeposed of 252,158 atoms and thermalized at 300 K is placed
In this case, assignment of each cell to a node results iat the center of a cubic box of length 800 A. A total of
processors becoming idle. An alternative approach is to dus30,720 oxygen atoms are distributed randomly outside the
plicate the multipole computations in the upper levels byAl sphere(radius 110—400 Aeither in the form of atomic
setting the cells to be global. Figure 5 illustrates this decom{O;) or molecular(O,) oxygen at a temperature of 300 K.
position scheme for a two-dimensional system. The oxygen density is 40 times that of the normal state

In the parallel FMM implementation, the upward pass and(1 atm and 300 K A spherical reflecting wall of radius
downward pass proceed in a similar manner as in the seri@00 A confines the entire system. In order to accelerate com-
case. The calculation of multipole expansions for the leaputations, we use a multiple time step approach to compute
cells according to Eq(18) is local to each node. Because a short-range and long-range forces efficiefitifhe equations
parent cell and its children reside on the same node, thef motion are integrated witht=1 fs for short-range forces
outer-to-outer translations of the upward pass and the inneendAt=20 fs for long-range forces. New atomic charges are
to-inner translations of the downward pass do not require angletermined every 100 time steps such that the electrostatic
communication between nodes. To compute the outer-toenergy is minimized subject to the constraint that the total
inner translations from a cell’'s interaction set, the outer mul-system remains neutral. Canonical MD simulation, in which
tipoles of two boundary layer cells must be copied from thethe temperature of the whole system is fixed at 400 K using
nearest-neighbor nodes. This is accomplished through medlosé-Hoover thermostat chdifis performed for the case of
sage passing steps similar to that required for the short-rand®,. In addition, microcanonical MD simulations are per-
force calculations. The'8P cells on a node are augmented formed for both Q and O..
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FIG. 8. (a) Thickness of oxide an¢b) average density of oxy-
gen in the oxide region as a function of simulation time in the O
FIG. 7. Time evolution of temperature and density profiles as &@nd G microcanonical simulations.
function of distance from the center of the aluminum cluster for the

O microcanonical simulation. time is plotted for both the Qand G, cases. Thickness of the
oxide region grows linearly with time without saturation dur-
Ill. RESULTS ing the simulation for both atomi@®,;) and moleculafO,)

oxygen cases. By 50 ps the thickness and temperature of the
oxide region are 35 A and 2500 K, respectively. In addition,
Recent experiments have demonstrated that small alumihe saturation density of oxygen in the nanocluster surface
num particles are highly explosive under high oxygen pres¥egion for the Q simulation is 9% lower than that of the,O
sure and closed conditioR%Motivated by this experimental simulation, see Fig. ®).
observation, we simulated the oxidation behavior in closed Figure 9 shows the evolution of oxidation in a small slice
conditions without heat dissipation, i.e., the simulations werd150 Ax 150 Ax 8 A) of the O, microcanonical system at
performed in the microcanonical ensemble performed fowarious times during the simulation. The charge transfer is
both atomic (O,) and molecular(O,) oxygen. Figure 7 localized to the surface region where the Al-O bonding oc-
shows a plot of the time evolution of temperature and densitgurs. Energy released from Al-O bond formation is rapidly
profiles in the @ microcanonical simulation as a function of transported through the cluster resulting in disordering of the
distance from the center of the cluster. We observe that thAl crystal. Disordering of the Al crystal begins at the surface
energy released from Al-O bond formation leads to a draand moves rapidly inward as the temperature increases, re-
matic increase in temperature in the surface region. Thermaulting in an outward expansion of the oxide region. By
energy is rapidly transported through the Al cluster, resulting?0 ps the thickness of the oxide scale is 22 A and the tem-
in an average temperature of 1000 K in the core of the Aperature in the oxide region is 2000 K. Subsequently, we
cluster (the melting temperature of Al is 933)Kby 40 ps.  observe the ejection of small &), fragments from the nano-
Rapid temperature increase in the reactive regiwar sur-  cluster surface, indicating that the nanocluster is exploding.
face causes nanocluster to explode. Due to the increase ihhis behavior under closed conditions has also been ob-
temperature, the density of aluminum atoms in the surfaceerved experimentalfff. Similar behavior is observed in the
region drops and the cluster boundary increases to arourfd; microcanonical simulation, except that the dissocia-
110 A by 30 ps, see Fig. Tmiddle). Figure 7 (bottom)  tion energy lowers the rate of temperature increase at the
shows that oxygen atoms rapidly diffuse into the Al cluster,nanocluster surface by 30%.
reaching a radius of 80 A during the first 30 ps. The peak We have analyzed the evolution of local stresses during
oxygen density increases rapidly during the first 30 ps andhe oxidation process. Local stress distributions are conve-

A. Explosive oxidation in the microcanonical ensemble

then saturates by 40 ps. niently calculated frortt
The rate of temperature increase at the nanocluster surface L
in the O, microcanonical simulation is 30% higher than that o _ a By agp
of the O, case. This difference is attributed to the energy Tap Q<i’zgmy' ! ,EQE e (339

required to dissociate the,olecules before Al-O bonding

occurs. Correspondingly, we observe that the rate of increasghere « and 8 are Cartesian indices and the sum ovés

of the oxide layer thickness for the,Gimulation is 13% restricted to atoms within a volum@.52 The local stresses
larger than that of the £simulation. This can be seen in Fig. were calculated by subdividing the system into cells of
8(a) in which the oxide thickness as a function of simulationlength 10 A and averaging the virial stress given in B9
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7-8 ps 14-15 ps
£100 A b

22-23ps  30-31ps

-10 05 00 07 Hydrostatic Pressure (GPa)

FIG. 9. (Color) Snapshots of a small slicél50 Ax 150 A
x 8 A) of the O, microcanonical system at various times during the -2 -1 0 1 2 3
simulation. The larger spheres correspond to oxygen and smaller

spheres to aluminum; color represents the sign and magnitude of the FIG. 10. (Colon Three-dimensional views of local pressures in
charge on an atom. the O, microcanonical simulation. The system is subdivided into

10 A cells and the virial stress in each cell is averaged over 1 ps

) _ _intervals.
in each cell over 1 ps intervals. We observe large transient

stress gradients followed by equilibration as the oxidation
progresses. Figure 10 depicts the time evolution of local
pressure in the nanocluster for the @icrocanonical simu- In addition to the microcanonical simulations we have
lation. Initially, the surface region is tensile, while the i””erinvestigated the oxidation process in the @wvironment in
region of the cluster is at zero pressure. We attribute thene canonical ensemble. Figure 12 shows the oxide thickness
tensile stress in the surface region to the strong Coulombs g function of simulation time for the first 260 ps of the O
forces created by the charge transfer between the surface fhnonical simulation. Kinetic analysis of the oxidation pro-
atoms and the incoming O atoms. Heat transfer from thgess reveals two different oxide-scale regimes. In the initial
surface to the inner region then causes the pressure in th@age, for the first 50 ps, we observe that the oxide thickness
inner region to become compressive. Subsequently, the pregicreases linearly with time to 25 A, subsequently the rate

sure differences between the surface and interior regiongecomes smaller and the thickness saturates at 33 A. The
equilibrate.

The local stress regions are further examined by separat-

B. Formation of oxide scale in the canonical ensemble

ing the contributions from the electrostatic and nonelectro- Pressure (GPa)
static forces. Figure 11 depicts the electrostatic and nonelec -9 0
trostatic force contributions to the local pressure after —

100 ps. It can be seen from Fig. (Al that the attractive (a)
Coulomb force between aluminum and oxygen contributes &
large negative pressure localized in the oxide. The electro-
static pressure contribution increases in magnitude towarc
the middle of the oxide where charge transfer is the highest
The large attractive forces are partially offset by steric repul-
sion which gives rise to a positive nonelectrostatic contribu-
tion to the local pressure in the oxide, see FighllAnaly-

sis of local stresses reveals large stress gradients througho
the nanocluster with the oxide largely under negative pres-
sure and the metal core under positive pressure. Local pres-
sures range between -1 and 1 GPa. The local stresses werer|G. 11. (Color) (a) Electrostatic andb) nonelectrostatic con-
calculated by averaging the atomic virial in 6-A voxels overtributions to the local pressure in the nanocluster after 100 ps of
a 1-ps interval. simulation time.
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FIG. 12. Thickness of oxide layer as a function of simulation
time for the Q canonical simulation. The inner and outer radial &
extent of the oxide layer as a function of simulation time are shown Z552 ot 4

in the inset. e S e ases

inset for Fig. 12 shows the inner and outer radial extent of Se et sates

the oxide. The growth of the oxide scale is both inward and $&5es: o2

outward: inward because of the movement of oxygen to- &5 :

wards the interior of the cluster and outward because of the ?gi*%f? %ﬁ%ﬁg} ‘ 83

movement of aluminum towards the oxide surface. The in- G e e

ward and outward growth of the oxide saturate at 77 andf o N

110 A, respectively, with the inward growth saturating later () A 70A 110A

than the outward. Therefore, the inward diffusion of oxygen

atoms(23 A) is greater than the outward diffusion of alumi-  FIG. 13. (Color) Snapshot of a small slic¢150 Ax 150 A

num atoms(10 A) along the developing oxide scale. This is X8 A) of the O, canonical system after 466 ps of simulation time.

in agreement with experimental observatiéfs. The larger spheres correspond to oxygen apd smaller spheres to
During the first 100 ps the temperature in the oxide regionaluminum; color represents the sign and magnitude of the charge on

increases to 1500 K, near the melting temperature of aly@" atom.

mina, v_vherg it subs_eque_ntly remains. '_I'he Iarge_stress graq}\?here color represents the sign and magnitude of the charge
ents give rise to diffusion of atoms in the oxide region.,n an atom. Maximum and average atomic charges in the
Analysis of the atomic diffusivities in the oxide show that gyxide region are, respectively, 2.6nd 1.2 for Al and —2.@&
during the first 100 ps the diffusivity of aluminum is 30%— and -1.& for O. Charge transfer in the oxide is significant
60% larger than that of oxygen. This is due to the smallerand decreases in magnitude near the interfaces.
steric size of aluminum. We calculate diffusivities from  Aluminum nanoclusters of diameters 100—700 A are
mean-square displacements computed over a 1-ps intervdnown to form oxide scales of thickness 20—-50 A in low-
At 50 ps the diffusivities of aluminum and oxygen are 1.4 density oxygen gases at room temperattf&'’ The thick-
X 10%and 1.1x 1074 cnm?/s, respectively. By 100 ps the dif- ness of oxide scales as a function of cluster size for small
fusivity of oxygen has dropped to 7410°° cn?/s, while  aluminum clusters have been measuf&Bor Al clusters of
that of aluminum only decreases to XK20*cn?/s. The  diameter 200 A the thickness is 30—40 A. Despite orders of
radial and tangential diffusivities remain about equal, indi-magnitude difference in the oxygen-gas densities, remark-
cating that while the oxide grows radially, high tangentialable similarity in the oxide thickness is found between the
diffusion causes uniformity in the oxide thickness with re- present simulation results and the experimental observations.
spect to polar angles. Experimentally, the structure of the oxide scale on Al
Saturation of the oxide growth during the first 260 ps isnanoclusters is not fully known and is considered to be amor-
accompanied by a depletion of oxygen outside the nanoclughous. However, in all of the known literature there is no
ter. In order to bring the oxide as close as possible to comeetailed structural analysis of the oxide scale on Al nanoclus-
plete saturation, we continue the 8imulation in the canoni- ters. Recent studies have pointed out that the local structure
cal ensemble to 466 ps while maintainimg outside the of the amorphous oxide scale for Al nanoclusters is different
nanocluster in the range 0.001—-0.002°AAn oxide scale of from the amorphous scale that forms on the bulk Al
40 A thickness is subsequently formed, as seen in Fig. 13urface’1415However, details of the differences between the
which is a snapshot of a small sli¢&15 Ax 115 Ax8 A)  two amorphous oxides are not known.
of the system at 466 ps. The outer radial extent of the oxide We analyze structural correlations in the oxide region
remains at 110 A; however, the inner radial extent moves tehrough partial pair-distribution functions, coordination num-
70 A. The average mass density of the oxide is 2.9 ¢/cmbers, and bond-angle distributions. Figurg@4shows the
(ny=0.042 A andny=0.038 A3), which is about 75% of Al-O pair-distribution function for three spherical shells in
the crystallinea-Al ,O5 density. Significant charge transfer is the oxide region. These results show a variation of structures
observed in the oxide region, as can be seen from Fig. 18s we pass through the oxide from the metal-oxide interface
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of two peaks around 90° and 109° in the bond-angle distri-

M a ]
10.’ ® " :__'8‘;‘336““‘_ bution in Fig. 14b), which might suggest the coexistence of
[ o -96:7-1161; ] octahedrally and tetrahedrally cpordinated Al atoms, we find
Eo st ] that Al atoms in the oxide region are predominantly four
o< [ coordinated, which indicates significant distortion of the

structural units.

0 1 2 - (3;\) 6 C. Oxidative percolation in the canonical ensemble

é by ~ T We have found in Fig. 12 that the growth rate of the oxide

E :;2‘339'25“ thickness in the canonical run begins to decrease at around
og ! o _96‘7:11"“ 30 ps. Through detailed analyses of trajectories O atoms and
2Aa ’ of their formation of OA), structures, we propose here a
&g three-step process in the early stage of oxidation of the Al

z nanoparticle, to explain such a decrease in the oxidation rate.

B LS N

60 90 120 150 180 Step 1. The firs6 ps

B©(deg)

After the simulation starts, ©molecules near the nano-
eparticle surface are attracted toward the surface. We monitor
trajectories of the @ molecules after they approach the
nanoparticle surface, and find that the molecules dissociate
into two O atoms on the surface and the two O atoms enter
S into either the octahedral or the tetrahedral site of the fcc Al
(70_8.3'3 A tq the OX'd.e interior(83.3-96.7 A af‘d on to Figure 15 shows a small portion of the nanopatrticle surface
the oxide-environment interfad®6.7-110 A In Fig. 143 ;1755 ps to depict an example of such events. In Fig. 15,
we observe that the position of thigo(r) peak gives the g tace Al atoms are drawn with small spheres, while O at-
Al-O bond length to be around 1.81 A in the metal-oxide oms with large spheres; color attached to an atom represents
region. The position of the Al-O peak remains nearly con-the charge number obtained through the variable-charge cal-
stant for largem in the interior and oxide-environment re- cjation. White lines are drawn in Fig. 15 to indicate a fcc
gions. Pair distributions for Al-Al and O-O show shifts in the it (deformed. Two green curves in Fig. 15 depict trajec-
peak positions related to the change in the relative Al and Qqyies of two O atoms, which demonstrate that one O atom
densities in each region. The corresponding coordinatiogges into the octahedral site and the other into the tetrahedral
humbers for Al in each regioriobtained by integrating sjte Charges of the two O atoms in Fig. 15 are both about
gaio(r) up to 2.5 A are 3.1 for the metal-oxide interface, 3.9 -0.2¢|. Both the tetrahedrofOAl,) and the octahedron

in the interior of the oxide region, and 4.3 for the oxide- (Qal,) clusters are nearly charge neutral; ~(ep3and
environment interface. 0.05¢l, respectively. ’

Figure 14b) shows the O-Al-O bond-angle distribution
for each region in the oxide. We see that throughout the
oxide region there are two distinct peaks in the bond-angle
distribution. In the interior of the oxide the distribution = The O atoms diffuse through the tetrahedral and the octa-
shows two peaks at 90° and 109°. These peaks shift towardedral sites of the fcc Al due to their high velocities corre-
smaller angles in the oxide-environment interface, reflectinggponding to about 2 10° K. We evaluate residence times of
the decrease in aluminum density. In the metal-oxide interthe O atoms and find significant variations of them as the
face where the oxygen density is lower, we observe that theimulation progresses. Figure 16 shows the residence times
peaks in the bond-angle distribution shift toward largerof the O atoms at the tetrahedral and the octahedral sites, as
angles. functions of the nanoparticle radius and the simulation time.

It is interesting to compare the present results with thosdo create Fig. 16, we first partition the nanoparticle into
for liquid alumina, which is made up of tetrahedrally coor- 2.5 A depth radial shells, calculate the residence times of the
dinated aluminuni?® and amorphous alumina formed by an- O atoms, and then average the times over the atoms in each
odization, which consists of a mixture of tetrahedrally andshell for every 5 ps. At the simulation time5 ps, maximum
octahedrally coordinated aluminuth®> Additionally, alumi-  values of the residence times at the tetrahedral and the octa-
num ions in porous alumina films are known to be predomi-hedral sites are both about 0.8 ps. As the simulation
nately tetrahedrallyor even lowey coordinate®® Reported  progresses, however, the maximum residence time at the tet-
Al-O bond lengths in amorphous AD; films range from rahedral site increases toward 1.2 ps, while that at the octa-
1.8t0 1.9 A, depending on the porosity and method ofhedral site decreases to 0.2 ps. An increased degree of rela-
preparatior?® The stoichiometry of the oxide region in the tive stability of tetrahedrally coordinated OAlclusters
current simulation is different from that of AD5;, and con- becomes apparent at around 20 ps. In this connection, we
sequently its structural correlations are rather different fronnote that the ground state of alumina, i-Al,O3;, may be
those in liquid and amorphous ;. Despite the presence regarded as edge and corner sharing JOcisters.

FIG. 14. Structural correlations in three spherical shells of th
oxide layer att=466 ps.(a) Al-O pair-distribution functions.(b)
O-Al-O bond angle distributions.

Step 2. Between 5 an#b ps
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Charge (e)
B

-0.3

FIG. 15. (Color A small portion of the surface of the nanopar-
ticle at 2.5 ps in the canonical simulation. Trajectories of two O
atoms forming an @molecule at the initial, are drawn with green FIG. 17. (Color) Tetrahedrally coordinated O atoms with the
curves. Al atoms are depicted with small spheres, and O atoms witbluster sizeNg>50 are drawn at 20, 27, 30, and 31 ps in the ca-
large spheres. Color represents the atomic charge obtained in ti@nical simulation. Color represerits.
variable-charge calculation.

onstrated in Fig. 17. To draw the figure, we first select O
Step 3. Between 25 an85 ps atoms forming OAJ clusters. Those clusters sharing one or

. more Al atoms are regarded as mutually connected. Connect-
The tetrahedral clustef©Al,) coalesce by either corner ing clusters with the cluster siZé;>50 are plotted in Fig.

or edge sharing Al atoms to form a percolating network en-17' o+ o9 27 30 and 31 ps. In between 30 and 31 ps, a

closing the nanoparticle. Such a percolation behavior is de”bercolating network of the clusters is formed, enclosing the

nanoparticle. Charge density of the surface ox&be Fig. 7

is as small as 0.04—0.05"Aduring 20—35 ps. This neutral
tetrahedral network may decelerate the diffusion of O into
and the diffusion of Al out of the nanoparticle, and hence,
result in a decrease in the oxidation rate.

M D

215 e IV. CONCLUSION

qE’ 10 § In conclusion, we have fi dl -scal imu-
, performed large-scale MD simu

- 5 ?, lations on parallel computers to study the oxidation of an

g ‘: aluminum nanocluster of radius 100 A. The simulations take

= = into account the effect of charge transfer between Al and O

g ?, based on the electronegativity equalization principle. We

£ S have employed th©(N) fast multipole method to compute

) K2 the Coulomb interaction arising from charge transfer. Simu-

lations have been carried out for both microcanonical and
canonical ensembles and for atomic and molecular oxygen
environments. In the microcanonical ensemble, simulations
with atomic and molecular oxygen show a continuous
e \ increase in the thickness and average temperature of the ox-
90 95 100 105 ide layer with time. Subsequently, meltitgxploding of the
Nanoparticle Radius (A) nanocluster is observed in both settings, with the atomic case
occurring earlier than in the molecular case due to the disso-
FIG. 16. (Color) Residence times of the O atoms at the tetrahe-Ciation energy of the @molecule. In the canonical simula-
dral (four-coordinatefland the octahedrabix-coordinatedisites, as  tions, a passivating amorphous oxide scale with a thickness
functions of the nanoparticle radius and the simulation time in theof 4 nm and an average mass density of 2.9 ¢/isnformed
canonical simulation. during 466 ps of simulation time. The calculated oxide thick-
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ness is in good agreement with experimental results on aliserved in the reactive regiofoxide scalg¢ in the microca-

minum clusters of sizes similar to that used in the simulanonical and canonical simulation. Through detailed analyses
tions. The average mass density in the oxide region is 75% aff trajectories and their microscopic structures, we have
the crystalline alumina density. During the oxide growth,found a three-step process of oxidative percolation that ex-
large pressure variations occur that result in rapid diffusion,|5ing deceleration of oxide growth at the early stage of the
of atoms in the oxide. The large negative pressure contribuz, ool simulation. These atomistic mechanisms could

tion from electrostatic forces in the oxide is partially offset complement recent theoretical results on oxidation based on
by the positive contribution of steric repulsion. This results npie . .
ab initio electronic structure calculatioR$.

in the oxide remaining largely under negative pressures _

which causes aluminum to diffuse toward the surface and 1his work was supported by ARO-MURI: Penn State-
oxygen to diffuse towards the interior of the cluster. TheUSC-U lllinois-Urbana, DARPA_PROM, DOE and NSF.
diffusivity of aluminum is 30—60 % higher than that of oxy- Simulations were performed at the Department of Defense’s
gen in the oxide. Owing to variations in Al and O densities,Major Shared Resource Centers under CHSSI and Challenge
structures in the oxide scale vary when passing through therojects, USC HPC Center, and parallel computing facilities
oxide from the metal-oxide interface to the oxide- of the Collaboratory for Advanced Computing and Simula-

environment interface. Significant charge transfer is obdions.
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