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ABSTRACT: Dielectric polymers are widely used in electronics and energy technologies,
but their performance is severely limited by the electrical breakdown under a high electric
field. Dielectric breakdown is commonly understood as an avalanche of processes such as
carrier multiplication and defect generation that are triggered by field-accelerated hot
electrons and holes. However, how these processes are initiated remains elusive. Here,
nonadiabatic quantum molecular dynamics simulations reveal microscopic processes
induced by hot electrons and holes in a slab of an archetypal dielectric polymer,
polyethylene, under an electric field of 600 MV/m. We found that electronic-excitation
energy is rapidly dissipated within tens of femtoseconds because of strong electron−
phonon scattering, which is consistent with quantum-mechanical perturbation
calculations. This in turn excites other electron−hole pairs to cause carrier multiplication.
We also found that the key to chemical damage is localization of holes that travel to a slab
surface and weaken carbon−carbon bonds on the surface. Such quantitative information
can be incorporated into first-principles-informed, predictive modeling of dielectric
breakdown.

Advancement of energy-storage and pulsed-power tech-
nologies1−4 is severely limited by the breakdown of

dielectric materials under high electric field.5,6 Predictive
theory and mechanistic understanding are indispensable for the
mitigation of dielectric breakdown. Electronic theory of
dielectric breakdown exists for inorganic crystalline solids,7,8

starting with the pioneering works by Zener,9 Frölich,10 and
von Hippel.11 In the avalanche breakdown theory, the critical
electric field for failure is calculated from the balance between
the energy-gain rate due to field and energy-loss rate due to
electron−phonon scattering. While no such theory exists to
quantitatively predict the breakdown field in polymers,
experimental observations suggest that dielectric breakdown
in polymers is a positive feedback process. Here, injection of
free charge carriers (i.e., electrons and holes), when accelerated
under large applied electric field, triggers various processes
such as carrier multiplication (i.e., excitation of secondary
electron−hole pairs) and defect generation, which in turn
promote further carrier activities. This positive feedback
process eventually leads to electromechanical failure involving
microstructural evolution such as cracks.5,6 Among dielectric
polymers, the most extensively studied for dielectric break-
down is polyethylene (PE),12 which has unusual electronic
properties such as negative electron affinity in its crystalline
form.13 Recent studies have shown important effects of
chemical14−17 and morphological18−20 defects on the elec-
tronic structures (e.g., energy levels of electron and hole trap

states) of PE. However, how various dynamic processes (e.g.,
carrier multiplication and defect generation) are initiated by
accelerated electrons and holes remains elusive.
In order to understand the elementary processes leading to

breakdown in PE, we performed nonadiabatic quantum
molecular dynamics (NAQMD) simulations of excited hot-
carrier dynamics in PE under a uniform electric field (see
Methods). The simulations were performed on a supercell
containing 12 × 1 × 2 crystalline unit cells (288 atoms), where
periodic boundary conditions were applied in all directions,
and a vacuum region of 30 Å was introduced along the [100]
direction to remove spurious image interactions (Figure 1a).
The PE chain direction is [001], and the simulation cell has 24
PE chains aligned along the [100] direction. We produced a
hot electron−hole pair in the middle of a slab at a temperature
of 300 K and applied a uniform electric field of E = 600 MV/m
in the [100] (or x) direction.
We study how the band alignment is affected by applied

electric field by calculating the electronic partial density of
states (PDOS) projected onto the wave functions of atoms
that constitute each PE chain. We show the calculated PDOS
without electric field in Figure 1b and that under electric field
in Figure 1c. Without electric field (Figure 1b), the PDOS of
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middle PE chains converge to the bulk behavior, whereas the
PDOS of surface PE chains exhibit different behaviors.
Namely, both valence band maximum (VBM) and conduction
band minimum (CBM) of surface PE chains are higher than
those of the bulk, leading to upward bending of the electronic
bands at surfaces.21,22 Under an electric field (Figure 1c), this
band bending is superimposed with band tilting due to linear
voltage drop. The net effects are a somewhat flat band profile
near the lower surface (x = 0) versus considerable energy
gradient near the upper surface (x = Lx), where Lx is the
simulation box size in the x direction. In particular, the
uppermost (i.e. lowest-voltage) chain #24 has the highest
VBM, and the VBM profile near the upper surface reflects a
voltage drop, −x·Ex. Because a hole under applied electric field
(blue circle in Figure 1c) acts as a positive charge +e, it is
expected to move toward the low-voltage surface, as indicated
by the blue arrow in Figure 1c. On the other hand, an excited
electron is subjected to little driving force due to a flat CBM

profile near the lower (i.e. high-voltage) surface. As a result, we
expect subsequent processes upon electron−hole pair ex-
citation (e.g., formation of defects) are dictated by the hole.
The objective of this work is to investigate the formation
mechanism of chemical defects. Below, we analyze in detail the
elementary processes that eventually lead to defect formation.
Energy Dissipation. We analyzed the dynamics of electrons

and holes to understand microscopic mechanisms underlying
the dissipation of electronic excitation energy, which in turn
gives rise to various subsequent processes. Figure 2a shows
time evolution of the Kohn−Sham eigenenergy near the Fermi
level. Here, the origin of the energy is the Fermi energy at time
t = 0, when the excitation takes place. The hole relaxed to the
valence band edge rapidly within 20 fs. To quantify the energy
loss rate, k, we calculated the average electronic excitation
energy

Figure 1. Band alignment in polyethylene. (a) Top and side views of the simulated polyethylene slab with 12 × 1 × 2 unit cells. Carbon and
hydrogen atoms are colored in cyan and white, and the blue box shows the simulation cell; atoms outside blue box are image atoms. Polyethylene
chains are numbered sequentially starting from x = 0 along the x direction. (b and c) Electronic partial densities of states projected onto
polyethylene chain under electric field, Ex = 0 (b) and 600 MV/m (c). The green arrow indicates an excitation of an electron (red) and hole (blue)
pair. The red and blue arrows indicate expected electron and hole movements, respectively, under electric field.

Figure 2. Time evolution of Kohn−Sham eigenenergies. (a) The Kohn−Sham states corresponding to electrons and holes are colored red and
blue, respectively. The black line indicates the Fermi energy as a function of time. (b) Semilog plot of the average electronic excitation energy as a
function of time, where the blue line indicates an exponential fit.
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where f i(t) and εi(t) are the occupation number and Kohn−
Sham eigenenergy of the ith state as a function of time t, and
Θ(ε) is the step function. Figure 2b shows the calculated
Eexc(t) in a semilog plot. The blue line in Figure 2b indicates an
e x pon en t i a l d e c a y o f t h e e x c i t a t i o n en e r g y ,
E t kt( ) exp( )exc ∝ − . The best fit yields k = (3.9 ± 0.6) ×
1013 (s−1). This value is expected to be underestimated,
because the noninteracting surface-hopping approach accounts
only for electron−phonon interaction.
Within the electron avalanche theory of breakdown in solids,

the energy-loss rate kl describes the dissipation of electron’s
energy due to scattering with phonons. This rate is commonly
computed as a function of electric field and electron energy,
ranging from 0 to the impact ionization threshold, which is of
the order of the solid band gap.7,23−25 Estimation of the
energy-dissipation rate shown in Figure 2b instead implies an
average over a range of the Kohn−Sham energy. As a
comparison, we computed the energy-loss rate of bulk
crystalline PE within the density functional perturbation
theory (see Methods). By averaging over energy as implied
by NAQMD, we obtained k 1.5 10 (s )l

14 1≈ × − . Considering
the different geometry (bulk crystal) of this perturbation
calculation from that (slab) in the above NAQMD simulation,
this rate is consistent with the energy-dissipation rate estimated
from the NAQMD simulation.
Carrier Multiplication. Initially at time t = 0, only one

electron−hole pair existed in our simulation, where the

difference between the electron and hole energies was ∼7 eV
(see Figure 2a). Because of nonadiabatic transitions assisted by
atomic motions, however, another electron−hole pair was
created at 80 fs, leading to carrier multiplication (Figure S1a in
the Supporting Information). Just prior to the excitation of the
secondary electron−hole pair, the initially hot primary
electron−hole pair had been relaxed to near band edges as
discussed above. Specifically, the primary electron occupied the
lowest unoccupied molecular orbital (LUMO) but three
(LUMO+3), while the primary hole occupied the highest
occupied molecular orbital (HOMO) but seven (HOMO−7).
This primary electron−hole pair caused secondary excitation
from HOMO to LUMO+2 (Figure S1b in the Supporting
Information). Because unoccupied states near the Fermi level
are highly degenerate, the probability of further excitation is
high. Movie S1 in the Supporting Information shows the wave
functions of both primary and secondary electron−hole pairs.
The movie shows that both the primary and secondary holes
are driven to the low-voltage surface by an applied electric
field.
Defect Formation. We found that the holes, which traveled to

the surface, weakened and cleaved C−C bonds. To study the
change in C−C bonding, we here focus on the dynamics of
holes. The center-of-mass (COM) position of the kth Kohn−
Sham wave function in the x direction is computed as

x
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where ψk(r) is the wave function of the kth band and Ω is the
volume of the simulation cell. The COM formula, eq 2, is an
identity in the spatially localized limit, while satisfying the

Figure 3. Hole dynamics and change of C−C bond length. (a) Center-of-mass (COM) positions for holes, where the COM positions of chain #23
and #24 are 98.2 and 101.9 Å, respectively. (b) Schematic of the low-voltage surface chains, where white and cyan spheres are H and C atoms, and
different C−C bonds are distinguished by different colors (blue, black, red, and orange). (c and d) Bond overlap population between carbon atoms
(top) and C−C bond lengths (bottom) in the surface (c) and subsurface (d) chains. The line colors in panels c and d correspond to the bond
colors in panel b.
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periodic boundary condition. Similar formulas have been used
for the analysis of electronic wave functions in insulators,26,27

including the theory of electric polarization.28,29 Figure 3a
shows time evolution of the COM positions of holes. The
primary hole was localized on the slab surface (chain #24, see
Figure 1) from 30 to 60 fs and after 80 fs, while the secondary
hole reached subsurface PE chain (#23) in 100 fs. Namely,
both primary and secondary hole states were localized in the
lowest-voltage PE chains (#23 or #24) driven by applied
electric field. (Hole localization is quantified in terms of the
participation number in Figure S2 in the Supporting
Information.) This localization of holes on the surface is
accompanied by a change of C−C lengths (Figure 3c,d). We
observe that C−C bonds in chain #24 were weakened at 48 fs
(Figure 3c), while one of the C−C bonds (colored orange) in
chain #23 cleaved at 169 fs (Figure 3d).
To quantify change in the bonding properties of atoms, we

used bond-overlap population (BOP) analysis30 by expanding
the electronic wave functions in an atomic-orbital basis set.
BOP gives a semiquantitative estimate of the strength of
covalent bonding between atoms. Panels c and d of Figure 3
show BOP and C−C bond lengths for PE chain #24 (at

surface) and #23 (subsurface), respectively. When a hole was
localized in the PE chain #24 (30−60 fs and 80−170 fs; see
Figure 3a), C−C bonds became longer and BOP decreased
(Figure 3c). However, BOP increased around 60 fs, because a
hole was not localized in chain #24 around that time. In chain
#23, the effect of localization of holes concentrated on a certain
C−C bond (colored orange in Figure 3b), which lead to
cleavage of that particular C−C bond (Figure 3d).
To study the electronic character of the holes, we projected

their wave functions (Figure 4c) onto different angular
momenta around different atoms (Figure 4d,e) and decom-
posed C−C BOP by angular momenta (Figure 4f,g). Each hole
was predominantly composed of 2p orbital of carbon, where
the composition of the C-2p orbital was high (∼80%) when a
hole reached the slab surface. Moreover, the interaction
between s and p orbitals of carbon on PE chain #23 decreased
and became zero after a hole reached the slab surface at 100 fs
(Figure 4g). Because the C−C bond is a σ bond with sp3

hybrid orbitals, a hole, which takes an electron away from the
C-2p orbital, affects the C−C bond. Here, localization of holes
is key to the change of C−C bonds. Namely, the VBM is
characterized by a C−C σ bond, which is essential to bond the

Figure 4. Bond characteristics. (a−c) Snapshots of surface PE chain (#22−#24) at t = 0 (a) and 48 fs (b), and the primary (blue) and secondary
(green) hole wave functions at 169 fs (c), where the isosurface of 6 × 10−3 a.u.−3 is shown. (d and e) Time evolution of the projection of primary-
hole (d) and secondary-hole (e) wave functions onto different angular momenta around different atoms. (f and g) Bond overlap population
between carbon atoms decomposed by angular momenta (top) and C−C bond length (bottom) of surface (f, #24) and subsurface (g, #23) chains.
Here, we focus on the C−C bond colored orange in Figure 3b,c.
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polymer together, but excited holes weaken it when localized
to particular bonds. The resulting defects14−20 in turn modify
charge dynamics,31 thereby forming a positive feedback loop
that leads to dielectric breakdown. While it is difficult to
observe these ultrafast processes experimentally, connection
with experiments may be established by considering a variety
of polymer morphology, defect concentration and location,
temperature, and electric-field scenarios, which will be the
subject of future studies.

■ METHODS
Nonadiabatic Quantum Molecular Dynamics. Quantum molec-
ular dynamics (QMD) simulations follow the trajectories of all
atoms while computing interatomic forces quantum mechan-
ically from first principles.32,33 The electronic states were
calculated by projector augmented-wave (PAW) method,
which is an all-electron electronic structure calculation method
within the frozen-core approximation.34 Projector functions
were generated for the 2s and 2p states of carbon and the 1s
state of hydrogen. In the framework of density functional
theory (DFT),35,36 the generalized gradient approximation
(GGA) was used for the exchange−correlation energy.37 van
der Waals correction was incorporated based on the DFT-D
method.38 The electronic pseudowave functions and pseudo-
charge density were expanded by plane waves with cutoff
energies of 30 and 300 Ry, respectively. The calculated band
gap of bulk PE crystal using these methods (especially GGA) is
6.2 eV, which underestimates an experimental value of 8.8
eV.39 While this discrepancy may affect the carrier-injection
process, subsequent dynamics of hot carriers is likely less
sensitive to the band gap. The calculations were performed on
a supercell containing 12 × 1 × 2 crystalline unit cells (288
atoms) of polyethylene, where periodic boundary conditions
were applied in all directions, and a vacuum region of 30 Å
along the x axis was introduced to remove spurious image
interactions. Here, each PE crystalline unit cell contains one
monomer along the [001] axis (i.e. the chain direction) and
two and one polymer chains in the [100] and [010] directions,
respectively. The 12 × 1 × 2 supercell (denoted by blue box in
Figure 1a) thus contains two monomers in the chain direction,
with 24 and 1 chains in the [100] and [010] directions,
respectively. The thickness-dependent dielectric response of
slabs has been studied intensively, including the existence of
dielectric dead layers on slab surfaces.40 However, thickness-
dependent hot-carrier dynamics and chemistry are a much
more challenging problem, which defers direct computational
study. In order to assess whether the current thickness is
sufficient to contain a dielectrically active bulk region instead,
we have computed an electrostatic-potential profile. Figure S3
in the Supporting Information plots the local Kohn−Sham
potential as a function of x along the [100] direction without
(blue) and with (red) an electric field of 600 MV/m. Their
difference (black) corresponds to the electric-field contribu-
tion. The result shows a clearly delineated slab interior that
exhibits linear potential drop (i.e., uniform electric field). Thus,
the current simulation satisfactorily represents both dielectri-
cally active bulk crystal (where hot carriers are injected) and
surface (where subsequent chemical processes take place). The
Γ point was used for Brillouin-zone sampling for electronic-
structure calculations. QMD simulations were carried out at a
temperature of 300 K in the canonical ensemble using a Nose−́
Hoover thermostat. The equations of motion were integrated
numerically with a time step of 0.242 fs. We applied a uniform

electric field by the linear “sawtooth” potential, i.e., Vefield(x) =
−x·Ex (0 < x < Lx) in the x direction. To study the dynamics of
excited charge carriers, we performed nonadiabatic QMD
(NAQMD) simulations.41−47 The NAQMD method describes
electronic excitations in the framework of time-dependent
density functional theory (TDDFT).48 In addition, non-
adiabatic transitions between excited electronic states assisted
by molecular motions are treated with a surface-hopping
approach.49 The simulations were initiated by exciting one
valence-band electron to a conduction-band state, where we
choose the valence and conduction states that resided in the
center of the slab so as to simulate bulk hot-carrier generation.
Here, we have used a simple initial condition consisting of a
single electron−hole pair placed in the middle of the slab,
similar to our previous work.50 While this approach neglects
attosecond carrier-injection dynamics51 and the complexity of
carrier-injection processes likely at polymer−electrode inter-
faces, it suffices to describe subsequent carrier dynamics,
electron−phonon scattering, and chemistry in 1−100 fs, which
is the focus of this Letter. We used our own QMD simulation
code implemented on massively parallel computers.52

Quantum-Mechanical Perturbation Calculation. The electron
energy-loss rate kl was evaluated using quantum-mechanical
perturbation calculations within the theory of electron-
avalanche breakdown in solids.7,23 The energy-loss rate,
which describes the energy exchange of the electron scattering
from the (wave vector and band index) initial state jk( ) to the
final state jk q( )+ ′ involving a phonon at state q( , )λ is given
by7,23
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Here, ℏ is the reduced Planck’s constant, the electron
energy referenced to the valence band minimum, and D( ) the
electronic density of states; qω λ and nqλ are the phonon

frequency and occupation number at state q( )λ , respecively; jkε
and jk qε ′+ are the electron energy at the initial and final states,

respectively. The electron−phonon coupling g j jk q k
q

,′
λ
+ has been

computed23−25 within the density functional perturbation
theory as implemented in the Quantum ESPRESSO code.53
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