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Exciton dynamics at an interface between an electron donor, rubrene, and a C60 acceptor is stud-
ied by nonadiabatic quantum molecular dynamics simulation. Simulation results reveal an essential
role of the phenyl groups in rubrene in increasing the charge-transfer rate by an order-of-magnitude.
The atomistic mechanism of the enhanced charge transfer is found to be the amplification of aro-
matic breathing modes by the phenyl groups, which causes large fluctuations of electronic exci-
tation energies. These findings provide insight into molecular structure design for efficient solar
cells, while explaining recent experimental observations. © 2012 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4712616]

I. INTRODUCTION

Organic photovoltaic cells have gained great attention be-
cause of their potential for lowering the manufacturing cost of
solar cells.1–3 However, the major challenge is their low power
conversion efficiency. For increased efficiency, excitons pho-
toexcited in an electron donor material must be rapidly disso-
ciated into electrons and holes at a donor-acceptor interface.3

Various donor-acceptor interfaces have been studied to iden-
tify molecular-design principles for enhanced charge transfer.
A prototypical example is rubrene (Rub)/C60 and tetracene
(Tc)/C60,4 where the only difference between the rubrene
and tetracene molecules is the four phenyl groups attached
to the aromatic backbone in the former (Fig. 1). Though
the electronic energy levels and molecular orbitals respon-
sible for the open-circuit voltage Voc (which is proportional
to power conversion efficiency3) are similar between rubrene
and tetracene, the measured Voc(Rub/C60) is nearly twice
as large as Voc(Tc/C60).4 According to a recent ideal-diode-
equation analysis,5 keys to solving this puzzle are different
charge-transfer (CT) and charge-recombination rates between
Tc/C60 and Rub/C60. Though effects of the phenyl groups in
rubrene on the charge-transfer dynamics are speculated to be
the origin of this large discrepancy, the atomistic mechanism
of the enhanced charge transfer of Rub/C60 as compared to
Tc/C60 remains elusive.

Here, quantum molecular dynamics (QMD) simulation6

of Rub/C60 and Tc/C60 interfaces reveals the amplifica-
tion of breathing modes of aromatic rings by the phenyl
groups in rubrene, which results in larger fluctuations of elec-
tronic energy levels. Nonadiabatic quantum molecular dy-
namics (NAQMD) simulation7–12 shows that this increases the
charge-transfer rate at the Rub/C60 interface by an order-of-
magnitude compared to that at Tc/C60.

II. SIMULATION METHODS

We obtain electronic ground states using the projector-
augmented-wave method,13, 14 which is an all-electron
electronic-structure-calculation method within the frozen-
core approximation in the framework of density functional
theory (DFT).15, 16 Projector functions are generated for the
2s and 2p states of C, and the 1s state of H. The gen-
eralized gradient approximation (GGA) (Ref. 17) is used
for the exchange-correlation energy with nonlinear core
corrections.18 The electronic pseudo-wave functions and the
pseudo-charge density are expanded by plane waves with cut-
off energies of 30 and 250 Ry, respectively. The energy func-
tional is minimized with respect to Kohn-Sham (KS) orbitals
by an iterative method.19, 20 QMD simulations6 are carried out
in the canonical ensemble using the Nose-Hoover thermostat
technique.21, 22 The equations of motion are integrated numer-
ically using an explicit reversible integrator23 with a time step
of 20 a.u. (∼0.48 fs). In QMD simulations, interatomic forces
are computed quantum mechanically based on the Hellmann-
Feynman theorem.

Our QMD code has been implemented on parallel com-
puters by a hybrid approach combining spatial decompo-
sition (i.e., distributing real-space or reciprocal-space grid
points among processors) and band decomposition (i.e., as-
signing the calculations of different KS orbitals to dif-
ferent processors).24 The program has been implemented
using the message passing interface library for interprocessor
communications.

We describe excited electronic states within Casida’s
linear-response time-dependent density functional theory
(LR-TDDFT),9, 10, 25, 26 using the ground-state KS orbitals as
a basis set. In LR-TDDFT, electronic excitation energies are
calculated from the poles of an electron-hole pair response
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FIG. 1. Top (a) and side (b) views of a tetracene molecule on C60 (111)
surface, and top (c) and side (d) views of a rubrene molecule on C60 (111)
surface, where the cyan and yellow spheres represent C and H atoms,
respectively.

function. This amounts to solving an eigenvalue problem,
with a matrix size of NoNu × NoNu when using GGA or
2NoNu × 2NoNu for hybrid functionals involving the nonlo-
cal Hartree-Fock (HF) exchange potential27, 28 (No and Nu, re-
spectively, are the numbers of occupied and unoccupied KS
orbitals used to represent excited states). Here, many-body
effects29 are introduced through coupling matrix elements
consisting of the random-phase-approximation and exchange-
correlation terms.

In order to describe CT excited states, the nonlocal
HF exchange potential needs to be taken into account at
long distances.30 We include the long-range exchange correc-
tion (LC) through a range-separated hybrid exact exchange
functional.28 The long-range interaction is computed using
the reciprocal-space formalism of Martyna and Tuckerman.31

We adopt a recently proposed non-self-consistent LC ap-
proach to reduce the excessive computational cost associated
with the exchange integrals.32

Figure 2 plots the CT excitation energy calculated by
Casida’s LR-TDDFT as a function of the distance r between

FIG. 2. Charge-transfer excitation energy as a function of the Rub–C60 dis-
tance. The diamond and square symbols indicate the excitation energies with
and without long-range exchange correction (LC), respectively.

Rub and C60. (Here, r = 0 signifies the distance for the
minimum-energy configuration.) The diamond and square
symbols show the excitation energies with and without
LC, respectively. The result with LC exhibits the correct
asymptotic −1/r behavior.

We perform NAQMD simulations,7–12 in which tran-
sitions between excited electronic states are described by
Tully’s fewest-switches surface-hopping method.33 Switching
probabilities (or nonadiabatic coupling terms) between ex-
cited states are described by a density matrix, and its time evo-
lution is calculated using TDDFT.34–38 A description of our
parallel NAQMD code is found in our previous publication.11

In our simulation, one layer of C60 is taken from the (111)
surface of face-centered-cubic crystal with a lattice constant
of 14.13 Å (Fig. 1).39 A rubrene or tetracene molecule is then
placed on top of the center of one C60 molecule with the aro-
matic plane of the rubrene or tetracene parallel to the (111)
plane. The distance between the aromatic plane and the C60

surface (3.58 and 3.15 Å for rubrene and tetracene, respec-
tively) is determined by minimizing the energy over different
distances. The simulation box size is 19.98 × 17.31 × 24 Å3

for both systems with periodic boundary conditions, where a
vacuum layer of thickness ∼12 Å is inserted in the [111] di-
rection to prevent the periodic images from interacting. Dur-
ing QMD simulation at a temperature of 300 K, C60 centers
of mass are constrained to mimic bulk (111) surface.

We have confirmed that the conformations of rubrene and
tetracene molecules on the (111) surface of C60 face-centered-
cubic crystal sampled in our QMD simulations agree with
those obtained by larger molecular dynamics (MD) simula-
tions of rubrene and tetracene wetting monolayers on C60

(111) surface prepared by a melt-quench procedure. The sim-
ulation box of dimensions 68 × 78 × 80 Å3 contains 320
C60 molecules and 30 rubrene molecules (or 72 tetracene
molecules), in total of 21 300 atoms (or 21 360 atoms) for
the rubrene/C60 (or tetracene/C60) system. Periodic bound-
ary conditions are applied to all Cartesian directions, and a
vacuum layer of 100 Å is inserted in the z direction (which
is parallel to the [111] axis) to prevent the periodic images
from interacting. For the classical MD simulations, we use the
GROMACS software package40 and the general Amber force
field.41 The Nose-Hoover thermostat is employed for tem-
parature control during the melt-quench procedure. We first
melt rubrene (or tetracene) at a temperature of 700 K on the
C60 (111) surface. The temperature is then lowered from 700
to 300 K within 1 ns, and the system is thermalized at 300 K
for 200 ps. Subsequently, statistical analysis is made for
200 ps, during which MD simulation is performed in the mi-
crocanonical ensemble.

Figures 3(a)–3(c) show snapshots of the final MD config-
urations. The tilt angles α and β defined in Fig. 3(d) describe
the conformation of rubrene (or tetracene) molecules on the
C60 surface. The α and β values averaged over all molecules
and time are 11.59◦ and 4.71◦ for rubrene molecules, while
α = 7.27◦ and β = 29.89◦ for tetracene molecules. Namely,
the aromatic backbones of deposited rubrene and tetracene
molecules are nearly parallel to the C60 (111) surface, which
is consistent with the molecular conformations sampled in our
QMD simulation. Similar conformations have been obtained
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FIG. 3. Top (a) and side (b) views of a zoomed-in snapshot of MD simulation
of rubrene molecules (colored lines) on C60 (grey lines) (111) surface, where
the color is used to distinguish different molecules. (c) A similar snapshot
(top view) for tetracene molecules deposited on C60 (111) surface. (d) The
definition of backbone tilt angles α and β, which are the angles between the
xy plane (i.e., the (111) plane of C60) and two vectors that span the backbone
plane, respectively.

for MD simulations of low-coverage deposition of pentacene
molecules on C60 surface.42

III. SIMULATION RESULTS

We first confirm that the QMD simulations reproduce
the correct electronic band alignment relevant for charge
transfer. Photoexcitation of an electron from the highest
occupied molecular orbital (HOMO) to the lowest unoccu-
pied molecular orbital (LUMO) in the donor forms a bound
electron-hole pair, or exciton. This is followed by charge
transfer at the donor-acceptor interface, where the electron
is transferred to the acceptor, while the hole remains in the
donor. The HOMO and LUMO wave functions of rubrene
and tetracene are shown in Fig. 4(a), and their energy level
alignment is indicated in Figs. 4(b) and 4(c), which show the
time evolution of electronic eigenenergies εi of Tc/C60 and
Rub/C60 systems, respectively, during QMD simulation. In
Fig. 4, HOMO(α) and LUMO(α) are states with the major
probability density in the αth subsystem, where α = Rub,
Tc, or C60. The LUMO and HOMO of tetracene or rubrene in
Fig. 4(a) are nearly identical to those of an isolated tetracene
or rubrene molecule. The band alignment in Figs. 4(b)
and 4(c) correctly captures the following key features:

FIG. 4. (a) Spatial distribution of key electronic wave functions in the ground state, where the red and blue isosurfaces correspond to the values of 0.015 and
–0.015 a.u., respectively. (b) and (c) show the time evolution of electronic eigenenergies during QMD simulation for the tetracene/C60 and rubrene/C60 systems,
respectively.
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FIG. 5. (a) Time evolution of the LUMO(Rub) and LUMO(Tc) levels (black
solid lines) in QMD simulation is decomposed into low-frequency (solid red
and blue lines) and high-frequency (dashed red and blue lines) components,
respectively. (b) Time evolution of the average circumference of the backbone
aromatic rings, where solid and dashed lines are for the middle and end two
rings, respectively. The vertical dashed lines mark peaks and valleys labeled
A-F.

(1) HOMO(Tc or Rub) lies between LUMO(C60) and
HOMO(C60) (i.e., in the C60 band gap), while LUMO(Tc
or Rub) falls within the C60 conduction band; (2) the C60

conduction band is divided into the lowest (T1u) and the next
higher (T1g) sub-bands, in agreement with previous theory
and experiments;43 and (3) LUMO(Tc) and LUMO(Rub) are
close to the T1g peak and T1u, respectively, in good agreement
with experiments, in which LUMO(Tc) and LUMO(Rub)
are reported to be 2.1 and 1.3 eV higher than LUMO(C60),
respectively.44, 45

Next, we study how the phenyl groups of rubrene affect
the fluctuation of the donor LUMO level. Figure 4(c) shows
that the LUMO(Rub) level fluctuates over a much larger en-
ergy range (enclosed by dashed purple lines) that bridges the
T1g and T1u sub-bands of C60, as compared to LUMO(Tc) that
only fluctuates within a narrow energy range in the T1g sub-
band. We also note that both LUMO(Rub) and LUMO(Tc) are
characterized by rapid fluctuations with a period of 22.7 fs,
which in the case of LUMO(Rub) are superimposed with
larger-magnitude fluctuations of a longer period of 112 fs.

To identify the molecular origin of the two types of fluc-
tuations, Fig. 5(a) plots LUMO(Rub) and LUMO(Tc) as black
solid lines along with their low-frequency components (aver-
aged over a 20 fs window) as solid red and blue lines, re-
spectively. We also plot the time evolution of the circumfer-
ences of the backbone aromatic rings of rubrene and tetracene
molecules in Fig. 5(b). For Rub/C60, the low-frequency com-
ponent (the red solid line in (a)) is negatively correlated with
the circumferences of the backbone rings (the red lines in (b)).
Namely, the peaks labeled A, C, and E of the energy curve
coincide with the valleys of the circumference curves, while
valleys B, D, and F of the energy curve coincide with the
peaks of the circumference curves. The same negative corre-
lation is also present in Tc/C60 but with a much smaller mag-

FIG. 6. (a) Schematic of the four aromatic rings A, B, C, and D with the
corresponding color code. (b) Time evolution of the circumference C(t) for
the four aromatics rings of one of the tetracene molecules in MD simulation.
(c) The same as (b) but for rubrene.

nitude. This identifies the atomistic mechanism of the lower-
frequency LUMO(Rub or Tc) energy fluctuations to be the
breathing mode of the aromatic rings.

The role of the four phenyl groups in rubrene in promot-
ing the vibration of the backbone rings is partly evidenced
by the larger-amplitude breathing of the middle two rings
(solid red line in Fig. 5(b)), to which the phenyl groups are
attached, compared to that of the end rings (dashed red line
in Fig. 5(b)). We have also found that the higher-frequency
fluctuations arise from the aromatic C–C stretch mode in the
backbone rings, since its period of 22.7 fs is close to that of
the aromatic C–C stretch mode at 1500 cm−1. The phenyl
groups do not change the frequency of this mode but amplify
its magnitude by 50% for rubrene.

To confirm that the amplified breathing modes of the aro-
matic rings due to the phenyl groups are a generic feature of
a rubrene layer deposited on C60 surface, Figs. 6(b) and 6(c)
plot the circumferences of the four aromatic rings versus time
in larger MD simulations of rubrene/C60 and tetracene/C60,
respectively. The breathing modes of the middle two rings
(red and green rings labeled B and C in Fig. 6(a)) in rubrene
are significantly amplified with larger average values, as
shown by the red and green lines in Fig. 6(c).

The same enhancement of the breathing modes on
the middle two rings is also seen in Figs. 7(a) and 7(c),
which show Fourier transformed spectra of Figs. 6(b) and
6(c), respectively. Figures 7(b) and 7(d) are close-ups of
low-frequency spectra in the frequency range enclosed by
dashed lines in Figs. 7(a) and 7(c), respectively. Not only do
the two middle rings in rubrene/C60 have a higher peak at
∼300 cm−1 (which corresponds to the longer-period oscilla-
tion of ∼100 fs discussed above) but they also have increased
overall spectral weights in Fig. 7(d).
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FIG. 7. The vibrational spectrum corresponding to Figs. 6(b) and 6(c), where
the blue and red lines are averaged over the two outer and two middle rings,
respectively. (a) and (b) are for tetracene, while (c) and (d) are for rubrene.
(b) and (d) are close-ups of the low-frequency regions enclosed by the black
dashed lines in (a) and (c), respectively.

In order to study how the change of eigenenergy fluc-
tuations due to the phenyl groups affects charge transfer,
we perform NAQMD simulation.7–12 Each NAQMD simu-
lation starts from an electronic excited state corresponding
to the excitation of an electron from HOMO(Rub or Tc) to
LUMO(Rub or Tc) in an atomic configuration picked from the
QMD trajectory. Fifty NAQMD simulations (each for 250 fs)
are performed for each of the Rub/C60 and Tc/C60 systems.

Figure 8 shows the time evolution of key electronic ex-
citation energies along with snapshots of quasi-electron and
quasi-hole densities for one of the NAQMD simulations for
Rub/C60. We observe larger fluctuations of electronic exci-
tation energies for rubrene than tetracene due to the phenyl
groups in the former, which explains why the experimental
photoabsorption spectrum of rubrene has wider peaks than

FIG. 8. NAQMD simulation of rubrene/C60. (a) Spatial distribution of exci-
ton charge density at different time steps A-F, where isosurfaces of the quasi-
electron and quasi-hole charge densities of 0.015 a.u. are shown in orange
and green, respectively. (b) Time evolution of electronic excitation energies.
The system is in the excited state indicated by red circles, and the times cor-
responding to snapshots A-F are indicated by arrows.

FIG. 9. Time evolution of electronic excitation energies in NAQMD simu-
lation of tetracene/C60. The occupied excited state is indicated by red solid
circles. A nonadiabatic transition occurs at about 130 fs.

that of tetracene.46 Just after the photoexcitation, both quasi-
electron and quasi-hole densities reside within the rubrene as
shown in panel A of Fig. 8(a). Between A and B, the atomic
configuration relaxes according to the interatomic forces on
the excited energy surface, thereby lowering the electronic
excitation energy toward the T1u sub-band of C60. Fluctua-
tions of the excitation energy due to the aromatic C–C stretch
mode then causes the transfer of the quasi-electron towards
the C60 side (B and C). Transition from C to D occurs due
to the densely populated excitation energies and increased
overlap between the electron state and the closest C60 state.
The charge transfer is completed through a relaxation pro-
cess from D to E. From E to F is the charge transport pro-
cess, which involves hopping between localized C60 states.
The rapid relaxation within ∼10 fs indicates that this electron
transfer is mediated by aromatic C–C stretching.

Figure 9 shows one event of the charge-transfer process
during NAQMD simulation for Tc/C60. The high-frequency
fluctuation due to aromatic C–C stretch mode is evident. The
transition which occurred at ∼130 fs makes the charge trans-
fer from tetracene to C60. The NAQMD simulation for Tc/C60

in Fig. 9 exhibits behaviors similar to Fig. 8 but with two
notable differences. First, as shown in Fig. 4(b), LUMO(Tc)
at the beginning of the NAQMD simulation is closer to the
T1g sub-band of C60 than in the case of rubrene. Second,
fluctuations of excitation energies are smaller, driving the
excitation energy away from the T1u sub-band. Accordingly,
some charge-transferred excited states only involve the T1g

sub-band due to the energy gap between T1g and T1u. In
rubrene, a larger relaxation of the excitation energy transfers
more quasi-electrons directly to the T1u sub-band, resulting in
a faster charge transfer.4 In fact, in Rub/C60, quasi-electrons
in 36 out of 50 NAQMD simulations reach the T1u sub-band
within the 250 fs simulation (the rest stay at the bottom of the
T1g sub-band). This is in sharp contrast to Tc/C60, where only
8 such events occur out of 50. Following the parallel-replica
concept based on first-order kinetics,47 the average charge-
transfer time to the T1u sub-band is estimated to be 155 and
1320 fs in the Rub/C60 and Tc/C60 systems, respectively.

The amplified long-period (∼100 fs) vibration in
Rub/C60 brings the donor and acceptor energy levels closer
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more frequently than in Tc/C60 and is essential for enhanc-
ing energy-level crossings (which is a prerequisite for charge
transfer). Once the energy levels are aligned, however, charge
transfer itself occurs at a much shorter time scale (∼10 fs)
through nonadiabatic coupling corresponding to C–C stretch.
It is also worth noting that the larger fluctuation of electronic
energies originating from the phenyl groups is likely to assist
the hopping of holes as well. This may partially explain the
experimentally observed high hole mobility in rubrene, which
is another key factor for higher efficiency.48

IV. SUMMARY

In summary, we have performed QMD simulations to
determine the atomistic mechanism of charge transfer at
rubrene/C60 and tetracene/C60 interfaces. We found that
aromatic breathing and C–C stretch modes play a crucial
role in the charge-transfer process. The aromatic breathing
modes in rubrene are enhanced by the phenyl groups on
the backbone, resulting in enhanced energy-level crossings
of LUMO(Rub) with the C60 conduction-band levels and
an order-of-magnitude larger charge-transfer rate. This may
partly explain the higher open-circuit voltage Voc(Rub/C60)
compared to Voc(Tc/C60) observed experimentally.4 The
atomistic mechanisms found here shed some light on better
molecular structure design for efficient solar cells by promot-
ing key vibrational modes. Such molecular-level considera-
tions should augment calculations of various rates relevant for
the power efficiency of solar cells.49, 50
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