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#### Abstract

Cavitation bubbles occur in fluids subjected to rapid changes in pressure. We use billion-atom reactive molecular dynamics simulations on a 163840 -processor BlueGene/P supercomputer to investigate damage caused by shock-induced collapse of nanobubbles in water near an amorphous silica surface. Collapse of an empty bubble generates a high-speed nanojet, which causes pitting on the silica surface. We find pit radii are close to bubble radii, and experiments also indicate linear scaling between them. The gasfilled bubbles undergo partial collapse and, consequently, the damage on the silica surface is mitigated.
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Erosion due to bubble collapse is commonly observed in pipes, turbines, pumps, and ship propellers [1-5]. Haines et al. [6] have observed cavitation erosion damage in spallation neutron sources, where rapidly deposited heat energy from the proton beam generates pressure waves and cavitation bubbles in mercury [7]. Collapse of these bubbles can cause severe damage to the vessel wall, as reported by Lee et al. [8]. Sonoluminescence has also been reported in bubble collapse experiments [9]. Recent experiments by Zhang and collaborators [10] have indicated spatial heterogeneities in water inside a nanoporous silica matrix.

Recently, cavitation bubbles have been used beneficially in a number of technological applications. This includes an environmentally friendly approach to generate nanoporous or mesoporous material surfaces with acoustic cavitation [11,12]. In this approach, high-intensity focused ultrasound produces nano- or microbubbles. When bubbles collapse, high-speed nanojets or microjets of water are generated in an environment akin to that of a microreactor [13], i.e., extremely high temperatures and pressures in a localized volume while the rest of the system is under ambient conditions. The impact of high-speed jets and oxidation due to water sonolysis can make the metal surface porous at the nanometer scale. By controlling the ultrasound intensity and frequency and by varying the solvent and sonication time, it is possible to control the roughness and porosity of sponges on the surfaces of various metals and metallic alloys. Mesoporous sponges are excellent stimuli-responsive systems to encapsulate and deliver a variety of active compounds including corrosion inhibitors, antibodies, DNA fragments, enzymes, and biocides [11]. Ultrasound-assisted cavitation is also used in medical applications such as dentistry and extracorporeal shock-wave treatment of renal stones [14]. Ultrasound, with in vivo gas bubbles, is used to enhance the permeability of cell membranes [15] and thus improve the efficiency of protein, DNA, and drug delivery.

Cavitation bubbles are also used beneficially in an industrial process called water jet peening [16] in nuclear reactors. Pressurized water is injected into water, generating cavitation bubbles. The pressure released during the bubble collapse mitigates the residual tensile stress and prevents stress corrosion cracking in austenite-based stainless steel and nickel based alloys used in nuclear reactors.

Collapse of a cavitation bubble near a solid has been captured with high-speed cinematography $[17,18]$, but with limited spatial resolution ( $\sim$ a few micrometers). Philipp and Lauterborn [19] have observed experimentally that the shock generated by the collapse of acoustic cavitation bubbles is strongly attenuated with the distance, $H_{0}$, between the bubble and the solid surface, and that for maximum damage, $H_{0}$ should be less than twice the initial bubble radius $R_{0}$. The experiment reveals that the diameter of the damaged area scales with the bubble radius. Bubble collapse has also been studied by Johnsen and Colonius [20] with continuum simulation [21] approaches and the impact damage of bubble collapse on solid surfaces has been mapped out as a function of the stand-off parameter, $s_{d}=H_{0} / R_{0}$ [see Fig. 1(a)]. These simulations also show that the pressure generated on the wall due to shockinduced bubble collapse is maximum for $s_{d}=2$. Strachan et al. have found that shock loading can initiate chemical decomposition of materials [22].

Despite a great deal of research on cavitation bubbles, several important questions about bubble collapse near a solid surface remain unanswered: Is there turbulence at the nanoscale during bubble collapse and if there is, what are its characteristics? What is the extent of mechanical damage due to nanojet impact and how does it scale with the bubble size? What is the nature of chemical damage? What is the connection between chemical and mechanical damages? Quantum mechanical calculations by Lorenz et al. [23] have revealed that the structure of water near a silica surface is different from that of bulk. Lane and collaborators have
carried out molecular dynamics simulations to study waterinduced damage in self-assembled monolayers on amorphous silica [24].

In this Letter, we examine chemical and mechanical damages through billion-atom reactive molecular dynamics (MD) simulations [25] of shock-induced collapse of a nanobubble near a silica slab. The simulations were performed on the full BlueGene/P supercomputer (163 840 processors) at the Argonne Leadership Computing Facility. Details of the interatomic potential and experimental validation are given in the Supplemental Material [26]. In the billion-atom MD simulations, the system consists of a 60 nm thick silica slab placed in an MD box of dimensions $285 \times 200 \times 200 \mathrm{~nm}^{3}$ in the $x, y$, and $z$ directions respectively; see Fig. 1(a). The rest of the MD box contains water molecules and a spherical nanobubble of diameter 97.6 nm . The initial distance between the center of the bubble and the silica surface is 90 nm , and the stand-off parameter, $s_{d}=1.84$. We applied shock with a particle velocity of $2 \mathrm{~km} / \mathrm{s}$ and found the shock velocity in water to be $5 \mathrm{~km} / \mathrm{s}$. This is in good agreement with experimental data of Rybakov [27] and the MD simulation results of Vedadi et al. [28]. We used periodic boundary conditions normal to the direction of shock-wave propagation $(-x)$. The equations of motion were integrated with the velocityVerlet algorithm using a time step of 0.5 fs .

Figure 1(b) shows the shock wave in water, traveling from right to left, before it hits the nanobubble. The density of water in the shock region is $1.5 \mathrm{~g} / \mathrm{cc}$ and the pressure is 10 GPa . The MD simulation reveals that the structure of water has changed significantly in the shock region; e.g., on average, the number of nearest neighbors of a water molecule has increased from 4 to 8 . When the shock front hits the nanobubble, water molecules at the periphery of the bubble rush in to form a focused nanojet in the direction of the shock-wave propagation. Figure 2(a) shows a partially collapsed nanobubble and the nanojet at time $t=$ 20 ps , and Fig. 2(b) shows the nanojet velocity streamlines shortly before the bubble collapses completely. The nanojet reaches a speed of $7.8 \mathrm{~km} / \mathrm{s}$, which is significantly


FIG. 1 (color). (a) Schematic diagram of the initial setup of the system. Oxygen and hydrogen atoms in water are shown as blue and cyan dots, respectively. (b) Snapshot of the system at time $t=5 \mathrm{ps}$. In the central slice through the silica slab, the color green represents normal water and dark blue is the incoming shock wave in water. The bubble surface is shown in blue.
higher than the shock velocity ( $5 \mathrm{~km} / \mathrm{s}$ ). Experimentally, Ohl and Ikink have observed similar jetting phenomenon in the collapse of micron-size bubbles [13]. They find the microjet length is approximately three times the initial bubble radius. Kodama and Tomita find a similar scaling relation for bubbles of radii between 0.1 and 1 mm [29]. Together with our previous simulation results on nanometer size bubbles [28], these experiments suggest that the scaling relation between the jet length and bubble radius holds for a wide range of bubble sizes. Experimental results of Kodama and Takayama [30] indicate that the ratio between the size of the damaged pit on a gelatin surface to bubble radius is close to 0.1 , whereas we find this ratio to be 0.3 .

Chemical activity in water increases significantly with the onset of bubble collapse and nanojet formation. We observe an increase in the hydronium ion production with the nanojet growth. The blue curve in Fig. 2(c) shows the spatial distribution of $\mathrm{H}_{3} \mathrm{O}^{+}$ions along the direction of nanojet propagation (i.e., along $-x$ ). The $\mathrm{H}_{3} \mathrm{O}^{+}$ions are counted in voxels of dimensions $1 \times 5 \times 5 \mathrm{~nm}^{3}$ around the nanojet. At $t=25 \mathrm{ps}$, the $\mathrm{H}_{3} \mathrm{O}^{+}$population peaks at the location of the shock front inside the nanobubble. We observe an increase in the number of $\mathrm{H}_{3} \mathrm{O}^{+}$ions when the nanojet hits the distal side of the bubble at 202 nm . The red curve in Fig. 2(c) shows the spatial distribution of hydronium ions just when the bubble collapses completely. The peak in the red curve at 218 nm is due to a secondary shock wave generated by the nanojet impact on the distal


FIG. 2 (color). (a) Partially collapsed nanobubble under the influence of shock wave at time $t=20 \mathrm{ps}$. (b) Water nanojet formed during shock-induced collapse of the nanobubble. The silica slab is shown in yellow. The central slice across the silica slab is color coded by the magnitude of the velocity of water molecules. The velocity field lines show a focused jet of water molecules. (c) Number of $\mathrm{H}_{3} \mathrm{O}^{+}$species along the central slice of the system. $\mathrm{H}_{3} \mathrm{O}^{+}$ion production increases significantly when the nanojet hits the distal side of the bubble at time $t=25 \mathrm{ps}$. (d) Pressure profile in water at $t=30 \mathrm{ps}$ shows a secondary shock wave.
side of the bubble. The secondary shock propagates in the direction opposite to the primary shock wave. The pressure profile of the secondary shock at time $t=30 \mathrm{ps}$ is shown in Fig. 2(d). The peak pressure in the secondary shock wave ( 18 GPa ) is larger than the pressure in the nanojet.

The nanojet impact on the silica slab initiates pit damage at $t=35 \mathrm{ps}$; see Fig. 3(a). At 50 ps the shock wave has already crossed the silica slab, leaving behind a pit of diameter 78 nm and depth 17.5 nm . Figures 3(b) and 3(c) show the spatial distributions of the hydronium ion and the pressure in the system at time $t=50 \mathrm{ps}$. The peak pressure ( 18 GPa ) agrees very well with the estimate of waterhammer pressure, $P=\rho c \boldsymbol{v}$, where $\rho$ is the mass density, $c$ is the speed of sound, and $v$ is the jet speed [17]. Taking the sound velocity in water to be $1.5 \mathrm{~km} / \mathrm{s}$, and using the values $\rho=1.5 \mathrm{~g} / \mathrm{cc}$ and $v \approx 7.8 \mathrm{~km} / \mathrm{s}$ from our simulations, we estimate water-hammer pressure to be $\sim 18 \mathrm{GPa}$. The number of hydronium ions decreases as the pressure decreases, reaching a minimum value of 9 GPa around 200 nm . The pressure profile in Fig. 3(c) shows that the pressure in the reflected shock wave in the silica slab reaches a maximum value of 18 GPa around 235 nm and, correspondingly, Fig. 3(b) has a peak in the spatial distribution of the hydronium ions. Virot et al. have observed similar erosion damage on fused silica and soda lime glass due to acoustic cavitation at the water-silica interface [12].

To quantify mechanical damage in the system, we calculated the volume of the cavitation pit in the silica slab. For comparison, we performed another MD simulation on a system with 100 million atoms. The initial diameter of the bubble was 40 nm and the stand-off parameter was the same as in the case of the billion-atom MD simulation. Figure 4(a) shows the pits in silica resulting from nanojet impact in the billion-atom and 100 million-atom systems. The cavitation pit is a portion of a sphere. In the case of a billion-atom system with a bubble of radius of 49 nm , the


FIG. 3 (color). (a) Snapshot of cavitation damage in the silica slab due to nanobubble collapse at time $t=50 \mathrm{ps}$. (b) Spatial distribution of $\mathrm{H}_{3} \mathrm{O}^{+}$ions in the water nanojet. (c) Pressure profile at $t=50 \mathrm{ps}$ shows the reflected shock wave in water. The peaks in (b) correspond to the high-pressure region in (c).
pit is a portion of a sphere of radius 50 nm . In the case of a 100 million-atom system containing a bubble of radius 20 nm , the sphere corresponding to the damage pit has a radius of 23 nm . These results indicate that the radius of the damage pit is close to the bubble radius. Experiments on damage caused by the collapse of millimeter size bubbles also indicate that the diameter of the damaged area scales with the bubble radius [19]. Figure 4(b) shows an atomistic view of a 0.5 nm thick slice at the center of the damaged silica network after the nanojet impact at time $t=50 \mathrm{ps}$. We observe a large number of hydrogen forming bonds with Si and O in the damaged region of the silica slab. To quantify chemical damage, we show in Fig. 4(c) the distribution of SiOH species in 1 nm deep annular disks centered at the damage pit. The radial distance between successive annular disks is 1 nm . The red and blue curves show SiOH distributions in the 100 million-atom and 1 billion-atom systems. Initially the number of SiOH groups on the surface was $\sim 6 \mathrm{~nm}^{-2}$. After the shock wave crosses the silica slab we observe a considerable increase in the population of SiOH , which peaks around the pit edge.


FIG. 4 (color). (a) Volumes of cavitation pits in systems with nanobubbles of diameter 40 (red) and 97.6 nm (blue). (b) Snapshot shows atoms at the pit edge of the silica slab in the system with $10^{9}$ atoms. Silicon-oxygen bonds are yelloworange, and cyan spheres represent hydrogen atoms inside the silica slab. Blue spheres represent oxygen atoms in water molecules within 0.5 nm from the silica slab. (c) Silanol distribution in the silica slab as a function of the distance from the pit center for bubbles of diameters 40 (red) and 97.6 nm (blue). The pit center is defined as the center of the projection of the cavitation pit on the plane normal to the shock direction.


FIG. 5 (color). (a) Shock-induced deformation of a gas-filled nanobubble and the pressure distribution in a cross section of the system. (b) Snapshot of vortex rings at the periphery of the nanobubble. Streamlines represent molecular velocities, and the inset shows the velocity field of water molecules (black arrows) around the edge of the deformed bubble. (c) Number of $\mathrm{H}_{3} \mathrm{O}^{+}$ ions per $\mathrm{nm}^{3}$ around the partially collapsed gas-filled bubble at time $t=50 \mathrm{ps}$.

Experimentally, Virot et al. have observed chemical leeching in silica glass due to cavitation bubbles [12].

We also performed two sets of simulations in which the nanobubble contained an inert gas at a density of $0.24 \mathrm{~g} / \mathrm{cc}$. This value of the gas density stabilizes the bubble, keeping it in equilibrium with water. The role of gas density in the stability of a single bubble is usually examined [31] for gas densities around $0.5 \mathrm{~g} / \mathrm{cc}$. The simulated systems contained $10^{9}$ and $10^{8}$ atoms and the initial bubble radii in these systems were again 97.6 and 40 nm , respectively. The standoff parameter and the particle velocity were the same as before ( $s_{d}=1.84, v_{p}=2 \mathrm{~km} / \mathrm{s}$ ).

Figure 5(a) shows pressure distribution in and around the toroid-shaped deformed gas-filled bubble in the billion-atom
system after the shock wave crosses the silica slab ( $t=$ $50 \mathrm{ps})$. Similar toroid-shaped deformation has also been seen in shock-wave experiments by Ranjan et al. on spherical and cylindrical inhomogeneities [32], and in continuum simulations of shock-induced collapse of a bubble near a wall by Johnsen and Colonius [20]. We find the nanobubble shape change is due to vortices at the periphery of the gas bubble; see Fig. 5(b). Here the velocity field is represented by streamlines around the deformed gas bubble and color coded by magnitude. These vortices are generated by the gradients in pressure [see Fig. 5(a)] and density at the periphery of the collapsing nanobubble. Experiments by Ranjan et al. also reveal the formation of vortex rings from pressure and density gradients generated by the collapse of gas-filled bubbles in three dimensions [32]. The inset in Fig. 5(b) shows the velocity vectors in the region of vortex rings. Since the density of the nanobubble is less than that of the medium, the vortex rings at the bubble periphery rotate towards the center of the bubble. This has also been observed in continuum simulations for bubble density less than that of the medium [32]. Water-hydrophobic interface is known to be chemically active [33]. Figure 5(c) shows the chemical activity generated by the partial collapse of the gas-filled nanobubble. As shown in the figure, the hydronium ion production is mostly in the central region of the collapsed bubble and around the vortex rings.

In the case of a gas-filled bubble, the mechanical damage in silica is less compared to the damage caused by the collapse of an empty bubble. This is consistent with the experimental observation of Ida et al. that gas-filled nanobubbles suppress cavitation erosion damage in liquid mercury [7]. In Fig. 5(a), the silica slab is overlaid with the pressure distribution normal to the silica slab. In the case of an empty bubble, the pressure in the pit region decreases as the distance from the pit center increases, whereas in the case of a gas-filled bubble the pressure is more uniformly distributed.

In summary, large-scale reactive MD simulations of shock-induced nanobubble collapse reveal an increase in the number of hydronium ions when the nanobubble begins to collapse and water molecules from the bubble periphery rush in to form a focused jet. The nanojet impact on the distal side of the collapsing nanobubble generates a large number of hydronium ions and a secondary shock wave. When the nanojet hits the silica surface, it creates a reflected shock wave and a damaged pit whose radius is close to the bubble radius. We observe a large number of silanol and hydronium ions in the pit. We also performed reactive MD simulations with gas-filled nanobubbles of the same dimensions and for the same value of the stand-off parameter. These nanobubbles do not collapse completely nor do they cause much damage to the silica surface because the nanojets are much weaker than the nanojets from the collapse of empty bubbles. Pressure and density gradients around partially collapsed gas-filled nanobubbles
give rise to vortex rings and enhance hydronium ion production.
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