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While nanowires and nanosheets (NSs) grown on lattice-mismatched substrates have a number of
promising technological applications such as solar cells, generation of misfit dislocations (MFDs)
at their interfaces is a major concern for the efficiency of these devices. Here, combined molecular-
dynamics and quantum-mechanical simulations are used to study MFDs at the interface between a
GaAs NS and a Si substrate. Simulation results show the existence of a critical NS thickness, below
which NSs are grown free of MFDs. The calculated critical thickness value is consistent with
available experimental observations. Charge transfer at the MFD core is found to modify
the electronic band profile at the GaAs/Si interface significantly. These effects should have
profound impacts on the efficiency of lattice-mismatched NS devices.VC 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4818957]

I. INTRODUCTION

Semiconductor nanowires (NWs) have broad applica-
tions such as solar cells1,2 due to their unique physical prop-
erties at the nanometer scale.3–5 Most importantly, the NW
configuration allows the growth of lattice-mismatched heter-
ostructures due to its extensive strain-relief capability arising
from efficient lateral stress relaxation. In particular, hetero-
structures composed of various semiconductors with differ-
ent band gaps can be grown, which are otherwise impossible
due to their different lattice constants. This significantly
enlarges the design space for high-efficiency tandem solar
cells, in which different materials absorb different parts of
the solar spectrum to exceed the Shockley-Queisser limit6

for the solar-cell efficiency. Recently, NWs of various semi-
conductors such as GaAs/AlGaAs,7,8 InAs,9 GaAs/InAs,10

and InP (Ref. 11) have been grown on low-cost Si substrates
using the vapor-liquid-solid method12 and the selective-area
metal organic vapor phase epitaxy.13 This has enhanced the
viability of lattice-mismatched NW-based devices not only
for solar cells but also for light-emitting diodes7 and vertical
transistors.10

A major problem often encountered in semiconductor
NWs is a large number of stacking defects such as twin
boundaries, which may alter electronic properties and de-
grade device performance.14,15 Previous theoretical works
suggested that stacking defects nucleate at the edge of the
NW top surface.16 In the case of a GaAs NW grown in the
[111]B direction, in particular, stacking defects nucleate
preferentially at the corners of the hexagonal top surface.17

A twin-generation mechanism involving a triangular crystal-
line island on the NW top was also proposed for the [111]B
GaAs NW.18 To alleviate the stacking-defect problem of

GaAs NWs, which presumably arise from the hexagonal
NW geometry, a new architecture—nanosheet (NS)—has
recently been proposed. Chi et al. has demonstrated twin-
free growth of GaAs NSs by selective area growth.19

A key question associated with nanostructures such as
NS grown on a lattice-mismatched substrate is to what extent
the heterostructures can be grown coherently without gener-
ating misfit dislocations (MFDs) at the interfaces.13 Such an
interfacial lattice defect can relieve strain to reduce the strain
energy but with the positive energy penalty associated with
the dislocation core. For larger nanostructures, the strain-
energy contribution begins to dominate, and accordingly
MFDs are generated above a critical size.13 Previous theoret-
ical works based on continuum elasticity have addressed this
issue and estimated the critical height and diameter of NW
for MFD generation.20–24 In this paper, we address the issue
for NS using atomistic simulations. Namely, combined mo-
lecular dynamics (MD) and quantum mechanical (QM) sim-
ulations are used to study the trade-off between strain-relief
and dislocation-core energies for a GaAs NS on a Si
substrate.

Another fundamental question regarding MFD is what
are their effects on the interfacial electronic structure and
consequently on the device performance. For example, dan-
gling bonds at MFD cores introduce recombination mecha-
nisms for charge carriers. The resulting charge accumulation
at the interface also causes the pinning of the Fermi energy
and the bending of the electronic energy band to affect the
carrier transport.25 Here, we perform a combined MD/QM
study of charge redistribution and band bending due to a
MFD at a GaAs/Si interface.

The rest of the paper is organized as follows: Section II
describes simulation methods, and simulation results on the
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critical size for MFD generation are presented in Sec. III.
Section IV discusses the effects of MFDs on electronic prop-
erties, and Sec. V contains summary.

II. SIMULATION METHODS

MD simulations are performed on parallel computers
using our parallel MD program.26 The interatomic potential
for GaAs (Refs. 27 and 28) consists of two- and three-body
terms, where the two-body term accounts for steric repulsion
as well as Coulombic, charge-dipole, and dipole-dipole inter-
actions, and the three-body term describes bond stretching
and bond bending.29 The interatomic potential has been vali-
dated against various experimental and QM calculation
results for the lattice constants and cohesive energies of vari-
ous crystalline phases, elastic constants, surface energies,
vibrational density of states (DOS), thermal expansion coef-
ficient, specific heat, and melting temperature.27,28 In partic-
ular, the interatomic potential reproduces the contraction of
Ga-As bonds near the (110) surface of the zinc-blende (ZB)
crystal, in agreement with QM results.17 This is important
since GaAs NSs have {110} sidewall surfaces.19 For Si, we
have chosen the Stillinger-Weber interatomic potential,
which provides a reasonable description of crystalline Si.30

To describe GaAs/Si interfaces, we employ a scheme
that combines the interatomic potentials for GaAs and Si. A
similar environment-dependent linear interpolation scheme
has been used successfully to study lattice mismatched
GaAs/InAs (Refs. 31 and 32) and Si3N4/Si (Refs. 33 and 34)
interfaces. For Ga-Si and As-Si pair interactions, we adopt a
simple two-parameter interpolation formula

vð2ÞGa#SiðrÞ ¼ wGav
ð2Þ
Ga#AsðrÞ þ ð1# wGaÞvð2ÞSi#SiðrÞ; (1)

vð2ÞAs#SiðrÞ ¼ wAsv
ð2Þ
Ga#AsðrÞ þ ð1# wAsÞvð2ÞSi#SiðrÞ; (2)

where r is the interatomic distance, vð2ÞGa#AsðrÞ is the Ga-As
pair interaction term in the GaAs interatomic potential,27,28

and vð2ÞSi#SiðrÞ is the Si-Si pair interaction term in the
Stillinger-Weber potential.30

The two parameters, wGa and wAs in Eqs. (1) and (2), are
determined to best reproduce QM interatomic forces. To do
so, we first prepare a GaAs/Si interface by stacking slabs of
GaAs ZB crystal and Si diamond crystal with (111) surfaces
(Fig. 1), in which the GaAs/Si interface consists of an As-Si
bilayer (enclosed by the dashed square in Fig. 1) as in experi-
mental systems.19 The system size is 13.3 Å& 7.68 Å
& 81.44 Å in the x, y, and z directions (or [1!10], [11!2], and
[111] crystallographic orientations). To represent coherent
GaAs layers deposited on a Si substrate, the lateral simulation
box size is determined by the Si lattice constant.
Consequently, the GaAs slab is compressed by 3.9% in the x
and y directions. Periodic boundary conditions (PBCs) are
applied to all Cartesian directions. The simulated system con-
tains 72 Ga, 80 As, and 120 Si atoms (in total of 288 atoms).

To provide a reference system to fit the adjustable pa-
rameters in the MD interatomic potential, we perform QM
calculation35 based on the density functional theory (DFT),36

in which interatomic forces are computed quantum

mechanically based on the Feynman-Hellmann theorem. In
the QM calculation, the electronic states are calculated using
the projector-augmented-wave method,37,38 which is an all-
electron electronic-structure-calculation method within the
frozen-core approximation. The generalized gradient approx-
imation39 is used for the exchange-correlation energy with
non-linear core corrections.40 The momentum-space formal-
ism is utilized,41 where the plane-wave cutoff energies are
30 and 250 Ry for the electronic pseudo-wave functions and
the pseudo-charge density, respectively. The energy func-
tional is minimized iteratively using a preconditioned
conjugate-gradient method.42,43 The C point is used for
Brillouin zone sampling. Projector functions are generated
for the 4s, 4p, and 4d states of Ga and As, and for the 3s, 3p,
and 3d states for Si. The minimum-energy atomic configura-
tion is obtained by relaxing the atomic positions using the
quasi Newton method.

In the relaxed configuration, quantum-mechanically
computed forces acting on all atoms are zero. For this config-
uration, we use the MD interatomic potential in Eqs. (1) and
(2) to compute MD interatomic forces Fi for all atoms i. The
parameters, wGa and wAs, are determined to minimize the
squared sum of the MD forces, i.e., deviation of the MD
forces from the QM forces

ðw'
Ga;w

'
AsÞ ¼ argminwGa;wAs

PN

i¼1

jFiðwGa;wAsÞj2
! "

; (3)

where N is the number of atoms.
Figure 2 shows the squared sum of the MD forces as a

function of the force interpolation parameters, wGa and wAs.
From this result, we choose the optimal parameters to mini-
mize the deviation from the QM forces as wGa¼ 0.0 and
wAs¼ 0.6.

FIG. 1. The simulated GaAs/Si interface, where red, yellow, and blue
spheres represent Ga, As, and Si atoms, respectively.
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Regarding the interpolation of the three-body interac-
tions at GaAs/Si interfaces, we adopt a simple scheme.
Namely, for three-body interactions involving Si as one of
the triplet of atoms, we use the Stillinger-Weber three-body
term for Si.30 This may be justified since all the three-body
terms have the same functional form and contain the identi-
cal bond-angle constant.

III. CRITICAL SIZE FOR MISFIT-DISLOCATION
GENERATION

Using the QM-informed MD interatomic potential
described in Sec. II, we perform MD simulation of a GaAs
NS with thickness W and height H on Si (111) substrate (see
Fig. 3). Here, W ranges from 4 to 58 nm, and H ranges from
3 to 40 nm. The x, y, and z axes are along the [1!10], [11!2],
and [111] crystallographic orientations, respectively. The
normal direction of the (1!10) NS sidewall surface is in the x
direction. The size of the Si substrate is 3W& 13.3 nm&W
in the x, y and z directions, and that of the GaAs NS is
W& 13.3 nm&H nm in the x, y, and z directions. PBCs are
applied in the x and y directions.

We perform MD simulations for two sets of systems
(without and with a MFD). In the former (coherent systems),
the GaAs lattice is placed commensurate to the underlying Si
lattice. In the latter (incoherent systems), a MFD core is
inserted in the middle of the NS by creating a misalignment
of the GaAs and Si lattices. The thread of the MFD is ori-
ented in the [11!2] direction, and the Burgers vector is in the
[1!10] direction. Starting from each initial configuration, the
atomic configuration is relaxed using the conjugate-gradient
method to obtain the local minimum-energy configuration.

Figures 3(a) and 3(b) show the color-coded hydrostatic
stress distribution without and with MFD, respectively,
where W¼ 10 nm and H¼ 20 nm. With the MFD, the spatial
extent of highly stressed region is reduced. The compressive
region above 1GPa in the GaAs NS extends up to a height of
7.2 nm without MFD, and this height is reduced to 4.0 nm
with MFD. Similarly, the tensile region below #1 GPa in the
Si substrate reaches a depth of 8.6 and 6.0 nm, respectively,
without and with MFD. This result confirms considerable
stress relief by MFD, which was predicted by continuum
elasticity calculations.20–24

To quantify the strain-energy release along with the
dislocation-core energy introduced by the MFD, we calculate
the energy difference DE between the systems with and with-
out MFD and plot it as a function of the NS thickness W,
where H is fixed at 20 nm (see Fig. 4). For small W, the posi-
tive energy associated with the dislocation core dominates
and thus the energy change due to the introduction of MFD
is positive. For larger W (>10 nm), the strain-energy release
exceeds the dislocation-core energy and the energy change
due to the introduction of a MFD becomes negative.
Namely, for thicker GaAs NSs on Si substrate, MFD genera-
tion is an energetically favorable process. Below the critical
thickness of Wc ( 10 nm, on the other hand, GaAs NS can be
grown coherently without interfacial defects. This is consist-
ent with experimental observations by Tomioka et al. for
GaAs NWs grown on Si:13 For small diameters, coherent

FIG. 2. Squared sum of the MD forces as a function of wGa and wAs for the
GaAs/Si interface in Fig. 1.

FIG. 3. Stress distribution in a GaAs NS on Si substrate without (a) and with (b) MFD. The hydrostatic stress is color-coded.
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GaAs NWs without MFD were observed, whereas for larger
diameters an periodic array of MFDs with a period of (8 nm
were observed. The calculated critical NS thickness of 10 nm
is consistent with these observations. For a slightly different
geometry, i.e., an axial heterostructure NW with 4% lattice
mismatch (as for GaAs/Si), continuum elasticity calculation
predicts a critical diameter of Dc ( 20 nm, below which
coherent growth is possible without MFD.21 Above Dc, the
continuum elasticity calculation also predicts a critical height
Hc of NW, below which the coherent growth is still possible.
The calculated Hc is a few nm, where the applicability of
continuum elasticity is questionable. In the case of NS, one
may expect the existence of a similar critical height Hc for W
> Wc, such that DE(W, H) > 0 only for H < Hc (and DE(W,
H) ) 0 for H * Hc). Such critical height Hc, if exists, should
rapidly diverge to infinity as W approaches Wc from above,
and remains 1 for all W < Wc, so that coherent growth is
energetically favorable for all heights at subcritical widths.
In our MD simulations with H varying from 3 to 40 nm for
each W, however, we have not observed the change of sign
for DE, i.e., the existence of Hc.

IV. EFFECTS OF MISFIT DISLOCATIONS ON
ELECTRONIC PROPERTIES

We now study the effects of MFD on electronic proper-
ties at the GaAs/Si interface. As a reference system, we first
study quantum mechanically the coherent GaAs/Si interface
without MFD in Fig. 1. Figure 5 shows the electronic charge
density at the interface. In the Si side, the charge density
reflects the tetrahedral sp3 bonding in its diamond crystal
structure. On the other hand, the charge density in the GaAs
side exhibits a drastically different symmetry. This is under-
standable, since the conduction band (CB) and valence band
(VB) in GaAs have s- and p-type symmetry, respectively. To
understand the nature of wave functions in GaAs, we have
projected the electronic wave function at the conduction-
band edge, weðrÞ, and those for the three hole bands wh;aðrÞ
(a¼ heavy, light, and split-off) at the valence-band edge
onto the wave functions of the pseudoatomic orbitals cen-
tered at Ga and As atoms.44 For the conduction-band edge
wave function, weðrÞ, 67.6% and 32.4% of the total popula-
tion come from Ga 4s and As 4s states, respectively. The

partial populations of the three valence-band edge wave
functions, wh;aðrÞ, are nearly identical: 80.3% and 11.6%,
respectively, from As 4p and Ga 4p states. Namely, the
conduction-band wave function is s-like and is centered at
Ga atoms, whereas the valence-band wave functions are p-
like around As atoms.

To quantify the change in the bonding properties of
atoms at the interface, we use a bond-overlap population
analysis45,46 by expanding the electronic wave functions
with an atomic-orbital basis set.47,48 Based on the formula-
tion generalized to the PAW method,44 we obtain the gross
population Zi for the ith atom, from which we estimate the
charge of atoms. As the atomic-basis orbitals, we use numer-
ical eigenfunctions of atoms, which are obtained for a chosen
atomic energy so that the first node occurs at the desired cut-
off radius.49 To increase the efficiency of the expansion, the
numerical basis orbitals are augmented with the split-valence
method.50 The resulting charge spillage, which estimates the
error in the expansion, is only 0.3%, indicating the high qual-
ity of the basis orbitals.

Figure 6(a) shows the atomic configuration at the GaAs/
Si interface, where atomic charges are color-coded. In the
As-Si bilayer at the interface, Si atoms are negatively
charged while As atoms are nearly neutral. This indicates
significant charge transfer from As to Si atoms in the interfa-
cial As-Si bilayer. To highlight this effect, Fig. 6(b) shows
the atomic charge versus the z coordinate for Ga (red trian-
gle), As (yellow square) and Si (blue circle) atoms. The As
and Si charges in the As-Si bilayer at z ( 25 Å indeed show
positive and negative shifts from their respective bulk values,
confirming the charge transfer from As to Si. Furthermore,
we observe positive shifts of the Ga and As charges in the

FIG. 4. Energy difference between the systems with and without MFD as a
function of the NS thicknessW.

FIG. 5. Electron charge density at the GaAs/Si interface viewed from the
[112] direction. Green and red surfaces represent contours with 0.057 and
#0.0023 a.u., respectively.
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Ga-As bilayer at z ( 29 Å, indicating cross-bilayer charge
transfer from the GaAs side to the Si side at the interface.
This creates an interfacial dipole pointing from Si to GaAs.

Having studied electronic properties at a GaAs/Si inter-
face, we now study how a MFD modifies the interfacial elec-
tronic properties. To prepare a MFD configuration for QM
calculations, we cut out a small subset of atoms near the dis-
location core from MD simulation of a GaAs NS on Si sub-
strate (see Fig. 3(b)). This procedure generates dangling
bonds at the xz-periphery of the cutout cluster, which are ter-
minated by adding hydrogen atoms (see Fig. 7(a)). Note that
PBC is still applied to the y direction, i.e., parallel to the
MFD thread direction. The atomic configuration of the clus-
ter containing 412 atoms (60 Ga, 84 As, 100 Si, and 168 H)
is then relaxed using QM calculation to obtain the minimum-

energy configuration. The relaxation using the quasi-Newton
method is performed in two steps: First, the positions of all
Ga, As and Si atoms are fixed, and the H-atom positions are
relaxed; subsequently, the positions of the H atoms as well
as those of the Ga, As and Si atoms in the outermost layer of
the cluster are fixed, and the positions of all the other atoms
in the interior of the cluster are relaxed using QM forces.
This provides quantum-mechanically accurate description of
the MFD core embedded in a realistic long-range strain field.

Figure 7(a) shows the relaxed MFD configuration. At
the dislocation core, there are a number of Ga and As atoms
with dangling bonds. These dangling orbitals are expected to
provide energy levels within the bulk band gap, thereby cre-
ating local charge density.25 To show the charge redistribu-
tion at the MFD core, we calculate the change of atomic
charges due to the introduction of MFD. From the atomic
charge of each atom in Fig. 7(a), we subtract the charge of
an atom of the same species (Ga, As, or Si) in the corre-
sponding atomic layer in Fig. 6. Figure 7(b) shows the
atomic-charge change DQ versus the z coordinate of Ga (red
triangle), As (yellow square), and Si (blue circle) atoms aver-
aged over each atomic monolayer. We observe a positive
shift DQ of atomic charge due to MFD for Si in the As-Si
bilayer below the interface (denoted by the dashed lines in
Figs. 7(a) and 7(b)). This, along with the negative DQ for Ga
in the Ga-As bilayer above the interface, is likely due to the
reduction of cross-bilayer charge transfer from GaAs to Si
because of the broken cross-bilayer bonds due to MFD (see
Fig. 7(a)). The reduced cross-bilayer charge transfer from Ga
also results in the positive DQ for As in the As-Si bilayer
below the interface. Such interfacial charge redistribution
due to MFD is expected to influence carrier transport
significantly.25

Next, we study the bending of energy bands at the
GaAs/Si interface. This can be done by calculating the par-
tial electronic DOS Dn(E) projected onto the wave functions
of the atoms in the n-th (111) atomic bilayer along the z
axis;51 see Figs. 8(a) and 8(c) for the numbering of bilayers,
respectively, in the cases without and with MFD. Figures
8(b) and 8(d) show Dn(E) (red curves) without and with
MFD, respectively, where the upper and lower blue lines
denote the CB and VB edges, respectively. Here, we have
applied self-interaction correction to the energies of the
Kohn-Sham orbitals.52 For the coherent interface, Fig. 8(b)
shows the change of the band gap from 1 to 1.5 eV when
moving from the Si to the GaAs side. However, the CB and
VB edge positions do not change monotonically from the Si
side to the GaAs side. Namely, both exhibit an extremum at
the As-Si bilayer (i.e., the bilayer number 4). This non-
monotonic energy band profile is likely due to the distinct
chemical environment and the charge transfer in the As-Si
bilayer (labeled 4 in Figs. 8(a) and 8(b)). The interfacial
strain due to the lattice mismatch may also contribute to this
behavior. Such a unique feature could significantly affect the
carrier transport across the interface. With the introduction
of MFD, Fig. 8(d) shows a more monotonic change of the
CB and VB edges across the interface. This can be partially
attributed to the reduced cross-bilayer charge transfer as well
as strain relaxation at the MFD core.

FIG. 6. Atomic charges at the GaAs/Si interface. (a) Color-coded atomic
charges viewed from the [112] direction, where the interfacial As-Si bilayer
is enclosed by a rectangle. (b) The atomic charge versus the z coordinate of
Ga (red triangle), As (yellow square), and Si (blue circle) atoms.

FIG. 7. (a) Relaxed MFD configuration with quantum-mechanical forces,
where red, yellow, blue, and magenta spheres represent Ga, As, Si, and ter-
minating H atoms, respectively. (b) The atomic-charge change due to MFD
versus the z coordinate of Ga (red triangle), As (yellow square), and Si (blue
circle) atoms averaged over each atomic monolayer. The dashed lines in (a)
and (b) mark the interface.
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V. SUMMARY

In summary, we have used combined MD and QM simu-
lations to study the generation of MFD in a GaAs NS on Si
(111) substrate. We estimated the critical NS size, below
which MFD-free growth is possible. We found considerable
charge transfer from GaAs to Si at a GaAs/Si (111) interface.
The charge transfer is reduced at the MFD core, which has a
significant effect on the electronic band profile. These effects
should have profound impacts on the efficiency of lattice-
mismatched NS devices.
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