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ABSTRACT: The oscillatory retinal neuron (ORN) is a promising technology for
achieving in-sensor cognitive image computing without external power. While its
operation is based on photoinduced negative differential resistance (NDR) at a
graphene/silicon interface to directly convert the incident optical signal into voltage
oscillations, the optoelectronic mechanism of the NDR remains elusive. Here,
nonadiabatic quantum molecular dynamics simulations show that the interplay of band
alignment and charge transfer rates of photoexcited carriers at varying applied voltages
gives rise to NDR at a graphene/silicon interface under illumination. Such intrinsic
NDR at an interface, along with extrinsic circuit-level factors, could enable the much
needed rational design of desired image computing functionality of ORN devices in the
era of ubiquitous AI on edge devices.

Negative differential resistance (NDR) is characterized by
a nonlinear relationship between the applied voltage and

electrical current, deviating from the typical linear behavior.1

Initially observed in germanium diodes (for which Leo Esaki
received the Nobel Prize in Physics in 1973),2 NDR has been
found across a wide range of materials, including semi-
conductors and organic biomaterials, finding widespread
utilization in various electronic devices such as oscillators,
memory devices, and high-speed switching devices.3 Recently,
NDR has been demonstrated in systems comprising stacked
graphene and silicon, where particularly notable is the
increased current under reverse bias under illumination.4,5

This photoinduced NDR gives rise to voltage oscillations even
at zero applied voltage solely driven by incident light, thereby
realizing novel oscillatory retinal neuron (ORN) devices that
are capable of in-sensor cognitive image computing without
external power sources.4 In an ORN, a light detector
demonstrating NDR under illumination is coupled with an
inductive element to drive electrical oscillations, leveraging
dynamical instability associated with NDR. The fundamental
scientific question underlying an ORN is how light induces
NDR at a graphene/silicon interface.
Often, the NDR phenomenon is not associated with a single

physical mechanism,6 making it difficult to identify key factors
responsible for it. Nevertheless, quantum mechanical calcu-
lations have played an important role in elucidating such
intricate mechanisms. Theoretical studies utilizing density
functional theory (DFT) and nonequilibrium Green’s function
have predicted NDR characteristics in graphene, indicating its
potential for device applications.7,8 On the basis of the energy

band theory, it is possible to attain NDR through the stacking
of semiconductors with varied band alignments.9−11

Even more challenging is photoinduced NDR, which
requires an understanding of photoexcited carrier dynamics,
including charge transfer (CT) at interfaces.12 Here, non-
adiabatic quantum molecular dynamics (NAQMD) simula-
tions13−15 are indispensable, by describing photoexcitation
dynamics involving electrons and nuclei from first principles in
the framework of time-dependent DFT (TDDFT) and
nonadiabatic coupling between electrons and nuclei. To
elucidate the mechanisms underlying photoinduced NDR in
an ORN,4 NAQMD can directly track far-from-equilibrium
dynamics of photoexcited electrons and holes coupled with
nuclei, thereby providing microscopic insights into optoelec-
tronic mechanisms under illumination.16−18 To represent an
applied voltage in experiments,4 we apply an electric field in
NAQMD simulations using Berry-phase19 and double-cell20

methods.21 By applying these methods to a graphene sheet
stacked on a silicon surface, we elucidate the electronic
mechanisms underlying the experimentally observed photo-
induced NDR in ORN devices.4 NAQMD simulation results
exhibit photoinduced nonlinear current−voltage characteristics
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indicative of NDR, and we find it primarily governed by
interfacial CT of hole carriers through detailed analysis of band
alignment at varying applied voltages. While the experimentally
observed photoinduced NDR in ORN devices4 is influenced
by a number of circuit-level factors such as metals like Ti and
Au and oxides like SiO2, this study demonstrates the existence
of intrinsic photoinduced NDR at a graphene/silicon interface,
which will likely play an important role in the rational design of
future ORN devices.
Figure 1 illustrates the simulated graphene/silicon system, in

which a graphene sheet is stacked on a stable (111) surface22

of silicon crystal (see Methods for details). The dangling bonds
on the Si surfaces are terminated with hydrogen atoms.
Starting with this configuration, we first perform adiabatic
quantum molecular dynamics (QMD) simulations23 at a
temperature of 300 K for structural relaxation. We then apply
electric field E in the surface-normal (or Cartesian z) direction
with varying strengths ranging from negative to positive. The
direction of a positive electric field is defined as shown in
Figure 1b, i.e., pointing from graphene to silicon. For each field
strength, we further run a QMD simulation until steady states
are reached. We sample multiple atomic configurations from
each steady QMD simulation trajectory to initiate multiple

NAQMD simulations to study the photoexcitation at each field
strength. We consider six field strengths, including zero electric
field, and perform 29 NAQMD simulations to accumulate
statistics for each field strength. Instead of the electric-field
strength, we will hereafter use the corresponding potential
difference, VGr‑Si (=VGraphene − VSilicon), between graphene and
silicon as shown in Figure 1b (see section 1 of the Supporting
Information for details). Here, VGraphene and VSilicon are the
potential values of graphene and silicon, respectively. The
applied voltage induces electric current J, the positive direction
of which is also defined in Figure 1b, i.e., pointing from
graphene to silicon.
In each NAQMD simulation, one electron is excited from

the highest-energy state that is localized in silicon within the
valence band (VB) to the lowest-energy state that is also
localized in silicon within the conduction band (CB) at time
zero, because light is absorbed by the silicon substrate in
experiments to generate excited electrons and holes.4 In fact,
the wavelength of light in the ORN experiment was 445 nm,4

and the corresponding photon energy of 2.79 eV is much
larger than the band gap of silicon, thus generating a large
number of carriers in silicon. We also note that the number of
photocarriers in graphene is much smaller due to the large
difference in volume between the graphene monolayer and
bulk silicon substrate. In the NAQMD simulation, electric
current is characterized by charge transfer (CT) of the excited
electron or hole from silicon to graphene. To do so, the
occupancies of each electronic state in silicon and graphene are
calculated by Mulliken analysis.24 The VB and CB states for
initial photoexcitation are selected such that their occupancy in
silicon is >95%. We quantify CT throughout the NAQMD
simulation by following the time evolution of the occupancies
of the electron and hole.
Figure 2 shows the time evolution of Kohn−Sham eigen-

energies around the Fermi energy in one of the NAQMD
simulations under an electric field E of −0.0003125 a.u. (the
corresponding VGr‑Si = −0.12 V). The figure illustrates how
charge carriers transfer from silicon to graphene, where VBM-n
denotes the nth highest-energy Kohn−Sham state below the
valence band maximum (VBM) and CBM-n denotes the nth
lowest-energy Kohn−Sham state above the conduction band
maximum (CBM). At time zero, one electron is excited from
the highest-energy VB state that is localized in silicon (VBM-1)
to the lowest-energy CB state that is also localized in silicon
(CBM+2) to simulate photoexcitation of an electron−hole
pair in silicon (see the left panel of Figure 2). For the hole on
the VB side (colored blue), there exists a graphene-localized
occupied state, VBM, whose eigenvalue (εVBM) is very close to
that of VBM-1 (εVBM‑1). Consequently, the hole in the VBM
rapidly undergoes a transition to one of these graphene-
localized occupied states at 29 fs. It is also important to note
that the electrostatic energy due to the electric field facilitates
the transfer of the hole from silicon to graphene. For the
electron on the CB side (colored red), there are two graphene-
localized unoccupied states, CBM and CBM+1. Because their
eigenvalues (εCBM and εCBM+1) are somewhat far from that of
CBM+2 (i.e., the excited electron), εCBM+2, it takes longer (72
fs) for the excited electron to undergo a transition to one of
these graphene-localized unoccupied states. This electron
transfer is assisted by the change in Kohn−Sham energies
that reflects the relaxation by atomic movements, bringing
εCBM and εCBM+1 closer to εCBM+2. However, the electric field
acts to hinder the transfer of the electron from silicon to

Figure 1. (a) Top and (b) side views of the initial atomic
configuration of the simulated graphene/silicon system. The purple,
yellow, and white spheres represent carbon, silicon, and hydrogen
atoms, respectively. In panel b, the directions of a positive electric
field E and a positive current J are denoted by arrows, whereas the
positions to measure the potential of graphene (VGraphene) and that of
silicon (VSilicon) are labeled. Also shown are positive and negative
charge sheets at the top and bottom edges of the system, respectively,
to generate an external electric field, which corresponds to an external
power source in experiments.
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graphene. In this simulation, the hole underwent a transition to
the localized states in graphene more quickly than the excited
electron, which indicates that a negative current can easily flow
from silicon to graphene (i.e., −J direction in Figure 1b).
Namely, hole energy εVBM‑1 is closer to other VB-state energies
(also to the Fermi energy) than electron energy εCBM+2 is to
other CB-state energies and the Fermi energy at time zero,
resulting in more rapid CT of the hole than of the electron.
This observation suggests the key factors involved in rapid CT
of carriers. It is easy to understand that the electrostatic energy
felt by the carriers due to the applied electric field controls the
CT rate. In addition, there are other important factors. The
eigenvalues of the photoexcited hole and electron states in
silicon at time zero are mixed with those of the graphene-
localized states, and they are close to the Fermi energy.
Because the alignment of silicon and graphene electronic bands
is shifted by the applied electric field, we naturally expect the
resulting change in electron and hole CT rates, which
accordingly modifies the change in the electric current. Such
rapid decay of photoexcited carriers to the CB/VB edges
makes hot carrier effects rather inappreciable.
The example presented above suggests an electronic

mechanism underlying photoinduced current at the gra-
phene/silicon interface, which can be characterized by the
time for photoexcited electrons and holes to transfer from
silicon to graphene. Because the NAQMD method stochasti-
cally determines the transition between electronic states, it is
necessary to take sufficient statistics for the transfer time. We
thus perform 29 NAQMD simulations with different initial
atomic configurations for each electric field. We define the
inverse of the CT time for the excited electron or hole as the
CT rate and then calculate the average CT rates, relecCT and rholeCT ,
of the excited electron and hole, respectively, over the 29
simulations. The calculation procedure for the CT rates is
discussed in section 2 of the Supporting Information. A finite
relecCT value signifies a positive current due to the flow of the
excited electron in the direction of J shown in Figure 1b. On
the contrary, a finite rholeCT value signifies a negative current due
to the flow of the hole (i.e., −J direction in Figure 1b). As such,

we use their differences, relecCT and rholeCT , as a proxy of electrical
current along the direction of the electric field.
Figure 3 shows the calculated CT rates as a function of

VGr‑Si, where the red and blue lines represent relecCT and rholeCT ,

respectively, while the black line represents their difference,
relecCT − rholeCT . The error bars are calculated following the
procedure discussed in section 2 of the Supporting
Information. Overall, both relecCT and rholeCT decrease as a function
of VGr‑Si, where the decrease in rholeCT is larger than that of relecCT .
Conversely, electric current J represented by relecCT − rholeCT

exhibits an overall increase as a function of VGr‑Si. We did
not observe NDR in the negative voltage region seen in the
experiment.4 However, interestingly, our simulation results
show that relecCT − rholeCT as a function of VGr‑Si in the positive
voltage region has a peak at a VGr‑Si of 0.06 V. This indicates

Figure 2. Time evolution of Kohn−Sham eigen-energies in a NAQMD simulation with an electric field of −0.0003125 a.u. Here, the energy is
measured relative to the Fermi energy. At time zero, one electron is excited from the VBM to CBM+2 (left). The excited electron and hole states
are colored red and blue, respectively. In addition, the occupancy of each state in silicon and graphene is color-coded.

Figure 3. Potential difference VGr‑Si-dependent average charge transfer
(CT) rates of the excited electron (relecCT , red), hole (rholeCT , blue), and
the difference (relecCT − rholeCT , black). The error bars represent the
standard errors calculated over 29 NAQMD simulations. The
calculation details are described in section 1 of the Supporting
Information.
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that our NAQMD simulation captures the essence of NDR at a
graphene/silicon interface, and the elucidation of its
mechanism would help understand experimentally observed
NDR.4 Noting the rather featureless relecCT−VGr‑Si curve, we can
conclude that NDR predominantly arises from the rholeCT −VGr‑Si
relationship. Namely, the behavior of holes in response to
electric fields holds the key for elucidating the mechanism of
NDR.
To elucidate the electronic mechanism underlying the

nonlinear NDR behavior of relecCT − rholeCT in Figure 3, we analyze
the variation of Kohn−Sham eigen-energies around the Fermi
energy for the 29 NAQMD simulations, like what we did for
Figure 2. NAQMD simulations provide information about the
electronic states localized in silicon or graphene as well as the
excited electron and hole states at each time instance. We draw
the distributions of the Kohn−Sham eigen-energies at time
time zero and the time at which CT occurs (t = tCT) in the 29
NAQMD simulations. Figure 4 shows these distributions at
VGr‑Si values of (a) 0.49, (b) 0.13, (c) 0.06, and (d) −0.12 V, in
addition to the partial density of states (DOS) for graphene
and silicon calculated from the QMD simulation. The
distributions at other VGr‑Si values are shown in Figure S4.
As VGr‑Si decreases, the partial DOS of graphene shifts toward a
higher energy while that of silicon moves to a lower energy.
These shifts affect relecCT − rholeCT . First, let us examine why relecCT −
rholeCT is positive at a VGr‑Si of 0.49 V as shown in Figure 4a.
Focusing on the excited electron’s behavior due to the band
energy shift, we found that the position of the excited
electron’s distribution at time zero is much higher (∼0.5 eV)
than the localized states of graphene in the CB, away from the
Fermi energy, which tends to delay CT to graphene. However,
the largest positive electric field (E = 0.00125 a.u.) still leads to
a rapid CT (i.e., a large relecCT), despite this energy band shift. On
the contrary, for the hole, CT to graphene should be strongly
hindered by such a large electric field from graphene to silicon.

Nevertheless, rholeCT does not become too small, likely because
the distributions of holes and graphene-localized states are
much closer to each other compared to those for the excited
electron. In this way, relecCT − rholeCT takes a positive value through
the nontrivial relationship between the electric-field strength
and the alignment of the bands. Next, in Figure 3, as VGr‑Si
decreases, rholeCT becomes larger than relecCT ; at a VGr‑Si of 0.13 V
(i.e., E = 0.0003125 a.u.), rholeCT is clearly larger than relecCT . As
shown in Figure 4b, the localized states in graphene are mixed
with the main peak of the hole distribution at time zero,
resulting in a higher rholeCT even inhibited by the electric field
from graphene to silicon. The excited electron localized in
silicon at time zero is quite weakly mixed with the states
localized in graphene in the CB, despite a driving force from
the electric field, providing a smaller relecCT .
However, at a VGr‑Si of 0.06 V (i.e., E = 0.00015625 a.u.) as

shown in Figure 4c, rholeCT becomes smaller than relecCT , even
though the mixing between the local states of graphene and the
main peak position of the hole distribution at time zero is
further intensified and an electric-field strength weaker than
that at a VGr‑Si of 0.13 V is given. This change in rholeCT is the key
to understanding the NDR phenomenon observed in this
study. As mentioned above, the locations of the main peaks of
the hole distributions at time zero for VGr‑Si values of both 0.13
and 0.06 V appear to be mixed with the distributions of
graphene-localized states. However, other than the main peaks,
the numbers of the smaller peaks (the blue arrows denote the
hole distributions at time zero in Figure 4), located between
−0.75 and −0.4 eV, are different at VGr‑Si values of 0.13 and
0.06 V, and there are fewer peaks at 0.13 V than at 0.06 V.
Because the farther the hole is from the Fermi energy, the
longer it takes to transfer toward graphene as shown in Figure
2, rholeCT at 0.06 V becomes smaller. Moreover, the number of
small peaks tends to decrease in the VGr‑Si range of 0.13−0.49
V as opposed to the higher-voltage range (Figure 3 and Figure

Figure 4. Partial density of states (DOS) of graphene (top panels) and silicon (bottom panels) at VGr‑Si values of (a) 0.49, (b) 0.13, (c) 0.06, and
(d) −0.12 V. The corresponding electric-field strengths are also shown. The middle panels show distributions of localized Kohn−Sham states
within graphene (purple) and silicon (yellow) at time zero and CT time over 29 NAQMD simulations. Also shown are distributions of hole (blue)
and excited electron (red) states at time zero and CT time. For the hole distribution at time zero, small peaks other than the main one are
highlighted by blue arrows.
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S4), giving the possibility of a large rholeCT against the electric
field toward silicon. The reason for the appearance and
disappearance of the small peaks may be attributed to the
nontrivial shift in band energy due to the given electric field,
which is considered to be associated with the increase in relecCT −
rholeCT at a VGr‑Si of 0.06 V. Finally, the excited electron and hole
states at a VGr‑Si of −0.12 V (Figure 4d) are similar to those at
a VGr‑Si of 0.06 V, but the negative electric field (E =
−0.0003125 a.u.) facilitates large CT of the hole and
conversely inhibits that of the excited electron. Hence, relecCT −
rholeCT is smaller than that at a VGr‑Si of 0.06 V.
In addition to CT, charge recombination (CR) of the

photoexcited electron and hole at a graphene/silicon interface
also influences the photocurrent.4 NAQMD simulations can
also provide the CR time, at which hole−excited electron pairs
are annihilated, and the CR rate as its inverse. The CR rate as a
function of VGr‑Si is shown in Figure S6; details of the CR
calculation are given in section 4 of the Supporting
Information. The CR rate is smaller than relecCT and rholeCT and is
roughly constant with respect to VGr‑Si. In other words, the CR
rate is rather insensitive to VGr‑Si. Consequently, the overall
NDR characteristic is dictated by CT rates, instead of CR rates.
In summary, we used QMD and NAQMD simulations to

identify optoelectronic mechanisms of NDR at a graphene/
silicon interface under illumination. We characterized the
behavior of photoexcited carriers using NAQMD simulations
in which an electric field was applied to the stacked graphene/
silicon system. It was found that CT rates of photoexcited
electrons and holes, relecCT − rholeCT , representing photocurrent
exhibit NDR. Our analysis revealed distinct shifts in the energy
bands of graphene and silicon with varying electric fields. The
observed NDR in the VGr‑Si dependence of relecCT − rholeCT was
found to be dictated by the distributions of excited electrons
and holes, those of localized bands in graphene and silicon, and
the applied voltage, primarily governed by the interfacial CT of
hole carriers. These findings, along with other NDR
mechanisms in 2D materials,25 shed light on the intricate
interplay among the electronic properties of graphene/silicon
devices, offering valuable insights for the design and
optimization of future ultra-low-power electronic components
based ORN in the era of ubiquitous AI on edge devices. It
should be noted that experimentally observed NDR4 is
influenced by many other factors such as metals and oxides,
in addition to the photoinduced NDR intrinsic to a graphene/
silicon interface. Future studies would include those factors for
more quantitative comparison with experiments. Furthermore,
we plan to apply our approach to graphene/germanium
systems. Epitaxial graphene on various germanium surfaces
may exhibit interesting interfacial CT not seen with silicon.
The smaller band gap of germanium would also lead to
possibilities in the short-wave infrared regime, which is an area
of great interest for many applications.

■ METHODS
QMD and NAQMD Methods. We perform both adiabatic
QMD and NAQMD simulations using the QXMD software.26

A QMD simulation23 follows the trajectories of all atoms, while
calculating interatomic forces quantum mechanically from first
principles within the framework of DFT.27,28 Adiabatic QMD
assumes that electrons remain in the ground state throughout
the simulation.23 The electronic states are calculated using the
projector-augmented wave (PAW) method,29,30 where projec-
tor functions are generated for 3s23p23d0 for silicon, 2s22p2 for

carbon, and 1s1 for hydrogen atoms. The generalized gradient
approximation (GGA) is used for the exchange-correlation
functional.31 The plane-wave cutoff energies are set at 20 Ry
for wave functions and 180 Ry for the electron density.
Brillouin zone sampling is performed at the Γ point during the
QMD simulation. To compute the electronic partial density of
states (DOS) of graphene and silicon, we instead use 10 × 10
× 1 k-point sampling.
To study photoexcitation dynamics involving electrons and

nuclei, we perform NAQMD simulations.13−15 The NAQMD
method numerically solves time-dependent Kohn−Sham
equations in the framework of TDDFT32 to describe the
time evolution of wave functions, subjected to the motions of
nuclei through nonadiabatic coupling (NAC). The QXMD
code implements a series of methods to efficiently compute
interatomic forces incorporating electronic excitations.33

Simulated System. A graphene sheet consisting of eight unit
cells is obtained through structural optimization, which is
placed on a stable (111) surface22 of a slab of a silicon crystal
composed of three atomic double layers, with an interfacial
spacing of 4 Å (Figure 1). The lattice constant of silicon in the
lateral x−y plane is scaled to match that of the graphene. One
carbon atom is placed directly on top of one silicon atom, and
centered on these atoms, the entire graphene has 3-fold
rotational symmetry along the perpendicular axis to the silicon
(111) surface.22 We adopted this alignment of the interfacial
structure because of its high symmetry. The actual
experimental results involve many orientations between
polycrystalline graphene and silicon,4 which are expected to
be insensitive to a particular alignment. The dangling bonds on
the two silicon slab surfaces are terminated with eight
hydrogen atoms to stabilize the silicon structure. Vacuum
layers, 5 Å each, are added to the top and bottom of the
graphene/silicon interface in the surface-normal z direction to
prevent interaction between periodic images under the
periodic boundary condition. Structural optimization is
performed to prepare an initial atomic configuration for the
QMD simulation, which is shown in Figure 1. The simulated
system consists of 50 atoms, i.e., Si24C18H8. The simulation
supercell has the following lattice parameters: a = 7.4305 Å, b
= 7.4305 Å, c = 22.8505 Å, α = 90°, β = 90°, and γ = 120°.

QMD and NAQMD Simulations. Initially, the adiabatic
QMD simulation is performed for 10 000 steps with a unit
time step Δt of 0.5 fs in the canonical ensemble at 300 K.
During the simulation, the atomic positions in the bottom layer
of silicon are fixed to represent the bulk silicon crystal. The
masses of the hydrogen atoms are made 10 times greater than
the physical mass to avoid the use of an extremely small Δt.
From the QMD trajectory between 3000 and 10 000 steps, we
uniformly sample 29 atomic configurations, which serve as the
initial configurations for independent NAQMD simulations for
the accumulation of statistics. Here, the charge transfer rate is
calculated first by running 29 NAQMD simulations without
allowing electron−hole recombination. Subsequently, 29
additional NAQMD simulations are performed using the
same initial configurations to calculate the charge recombina-
tion rate, where the carriers are allowed to recombine. At the
beginning of each NAQMD simulation, an electron is excited
from the VBM localized in silicon to the CBM localized in
silicon.
In each NAQMD simulation, an electric field E is applied in

the z direction to study the response of the graphene/silicon
system. The electric field is modeled using a “sawtooth”
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potential based on the Berry-phase19 and double-cell20

methods.21 We consider six electric-field strengths (E):
−0.0003125, 0, 0.00015625, 0.0003125, 0.000625, and
0.00125 a.u. (in both QMD and NAQMD simulations). An
applied electric field gives rise to decreases in potential
between silicon and graphene (VGr‑Si), which are computed to
be −0.12, 0, 0.06, 0.13, 0.24, and 0.49 V, respectively (see
section 2 of theSupporting Information). VGr‑Si values can be
directly compared to those in experiments4 and thus are used
in the text instead of electric-field strength E.
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